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ABSTRACT 

The concept for disposal of Canada's nuclear fuel waste is based on a vault located deep in plutonic rock of the 
Canadian Shield. 

We document in this report a method to assess the long-term impacts of a disposal facility for nuclear fuel 
waste. The assessment integrates relevant information from engineering design studies, site investigations, 
laboratory studies, expert judgment and detailed mathematical analyses to evaluate system performance in terms 
of safety criteria, guidelines and standards. The method includes the use of quantitative tools such as the 
Systems Variability Analysis computer Code (SYVAC) to deal with parameter uncertainty and the use of 
reasoned arguments based on well-established scientific principles. 

We also document the utility of the method by describing its application to a hypothetical implementation of the 
concept called the reference disposal system. The reference disposal system generally conforms to the overall 
characteristics of the concept, except we have made some specific site and design choices so that the assessment 
would be more realistic. To make the reference system more representative of a real system, we have used the 
geological observations of the AECL's Whiteshell Research Area located near Lac du Bonnet, Manitoba, to 
define the characteristics of the geosphere and the groundwater flow system. This research area has been 
subject to more than a decade of geological and hydrological studies. 

The analysis of the reference disposal system provides estimates of radiological and chemical toxicity impacts 
on members of a critical group and estimates of possible impacts on the environment. The latter impacts 
include estimates of radiation dose to nonhuman organisms. Other quantitative analyses examine the use of 
derived constraints to improve the margin of safety, the effectiveness of engineered and natural barriers, and the 
sensitivity of the results to influential features, events, and processes of the reference disposal system. 

The study results indicate that the reference disposal system would meet the requirements established by the 
Atomic Energy Control Board and indicate that implementation of the disposal concept can provide safe 
disposal of nuclear fuel waste using currently available or readily achievable technology and without relying on 
institutional controls to maintain safety in the long term. 
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RÉSUMÉ

Le concept de stockage permanent des déchets de combustible nucléaire du Canada est basé sur une installation 
souterraine située à grande profondeur dans la roche plutonique du Bouclier canadien.

Dans le présent rapport, nous documentons une méthode d’évaluation des impacts à long terme d ’une installation 
de stockage permanent des déchets de combustible nucléaire. L’évaluation intègre les renseignements pertinents 
provenant d ’études de plans techniques, d’études de sites, d’études en laboratoire, d’opinion d’experts et 
d’analyses mathématiques précises pour évaluer le fonctionnement et comportement quant aux critères de sûreté, 
directives et normes. La méthode comprend l’utilisation d’outils d’analyse quantitative tels que le Programme 
d ’analyse de variabilité des systèmes (SYVAC) pour pallier à l’incertitude des paramètres et l’emploi 
d’arguments raisonnes basé sur des principes scientifiques bien établis.

Nous documentons également l ’utilité de la méthode en décrivant son application à une mise en pratique 
hypothétique du concept appelée le système de stockage permanent de référence. Le système de stockage 
permanent de référence se conforme généralement aux caractéristiques générales du concept, à part que nous 
avons choisi un site et un plan particuliers de telle sorte que l’évaluation soit plus réaliste. Pour rendre le système 
de référence plus représentatif d’un système réel, nous nous sommes servis des observations géologiques de 
l’Aire de recherches de Whiteshell d’EACL, laquelle est située près de Lac du Bonnet au Manitoba, pour définir 
les caractéristiques de la géosphère et du réseau d’écoulement d’eaux souterraines. Cette aire de recherches a été 
l’objet d ’études géologiques et hydrologiques s’étendant sur plus d ’une décennie.

L’analyse du système de stockage permanent de référence permet de fournir des valeurs estimées des impacts 
radiologique et chimique sur les personnes d’un groupe critique et des valeurs estimées d’impacts possibles sur 
l’environnement. Ces dernières comprennent les valeurs estimées de la dose de rayonnement aux organismes non 
humains. D ’autres analyses quantitatives permettent d’examiner l’emploi de contraintes dérivées pour améliorer 
la marge de sécurité, l ’efficacité des barrières ouvragées et naturelles et la sensibilité des résultats aux 
caractéristiques, événements et processus influents du système de stockage permanent de référence.

Les résultats de l’étude indiquent que le système de stockage permanent de référence satisferait aux conditions 
établies par la Commission de contrôle de l’énergie atomique, et que la mise en pratique du concept de stockage 
permanent peut assurer le stockage permanent sûr des déchets de combustible nucléaire à l’aide de techniques 
existant actuellement ou facilement réalisables et sans se reposer sur le contrôle institutionnel pour maintenir la 
sûreté à long terme.
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PREFACE 

In 1992, 15% of the electricity generated in Canada was produced using 
CANDU nuclear reactors. A by-product of the nuclear power is used CANDU 
fuel, which consists of ceramic uranium dioxide pellets and metal struc- 
tural components. Used fuel is highly radioactive. The used fuel from 
Canada's power reactors is currently stored in water-filled poo1:s or dry 
storage concrete containers. Humans and other living organisms are pro- 
tected by isolating the used fuel from the natural environment aind by sur- 
rounding it with shielding material. Current storage practices have an 
excellent safety record. 

At present, used CANDU fuel is not reprocessed. It could, however, be 
reprocessed to extract useful material for recycling, and the highly radio- 
active material that remained could be incorporated into a solid. The term 
"nuclear fuel waste," as used by AECL, refers to either 

the used fuel, if It is not reprocessed, ur 

- a solid incorporating the highly radioactive waste from reprocessing. 

Current storage practices, while safe, require continuing institutional 
controls such as security measures, monitoring, and maintenance. Thus 
storage is an effective interim measure for protection of human health and 
the natural environment but not a permanent solution. A permanent solution 
is disposal, a method "in which there is no intention of retrieval and 
which, ideally, uses techniques and designs that do not rely for their 
success on long-term institutional control beyond a reasonable period of 
time" (AECB 1987). 

In 1978, the governments of Canada and Ontario established the Nuclear Fuel 
Waste Management Program "to assure the safe and permanent disposal" of 
nuclear fuel waste. AECL was made responsible for research and development 
on "disposal in a deep underground repository in intrusive igneous rock" 
(Joint Statement 1978). Ontario Hydro was made responsible for studies on 
interim storage and transportation of used fuel and has contributed to the 
research and development on disposal. Over the years a number of other 
organizations have also contributed to the Program, Including Energy, Mlnes 
and Resources Canada; Environment Canada; universities; and companies in 
the private sector. 

The disposal concept is to place the waste in long-lived containers; emplace 
the containers, enveloped by sealing materials, in a disposal vault exca- 
vated at a nominal depth of 500 to 1000 m in intrusive igneous (plutonic) 
rock of the'canadian Shield; and (eventually) seal all excavated openings 
and exploration boreholes to form a passively safe system. Thus there 
would be multiple barriers to protect humans and the natural environment 
from contaminants in the waste: the container, the very low-solubility 
waste form, the vault seals, and the geosphere. The disposal technology 
includes options for the design of the engineered components, including the 
disposal container, disposal vault., and vault seals, so that it is adapt- 
able to a wide range of regulatory standards, physical conditions, and 



social requirements. Potentially suitable bodies of plutonic rock occur in 
a large number of locations across the Canadian Shield. 

In developing and assessing this disposal concept, AECL has consulted 
broadly with members of Canadian society to help ensure that the concept 
and the way in which it would be implemented are technically sound and 
represent a generally acceptable disposal strategy. Many groups in Canada 
have had opportunities to comment on the disposal concept and on the waste 
management program. These include government departments and agencies, 
scientists, engineers, sociologists, ethicists, and other members of the 
public. The Technical Advisory Committee to AECL on the Nuclear Fuel Waste 
Management Program, whose members are nominated by Canadian scientific and 
engineering societies, has been a major source of technical advice. 

In 1981, the governments of Canada and Ontario announced that " . . .  no dis- 
posal site selection will be undertaken until after the concept has been 
accepted. This decision also means that the responsibility for disposal 
site selection and subsequent operation need not be allocated until after 
concept acceptance" (Joint Statement 1981). 

The acceptability of the disposal concept is now being reviewed by a fed- 
eral Environmental Assessment Panel, which is also responsible for examin- 
ing a broad range of issues related to nuclear fuel waste management 
(Minister of the Environment, Canada 1989). After consulting the public, 
the Panel issued guidelines to identify the information that should be 
provided by AECL, the proponent of the disposal concept (Federal Environ- 
mental Assessment Review Panel 1992). 

AECL is preparing an Environmental Impact Statement to provide information 
requested by the Panel and to present AECL's case for the acceptability of 
the disposal concept. A Summary will be issued separately. This report is 
one of nine primary references that summarize major aspects of the disposal 
concept and supplement the information in the Environmental Impact State- 
ment. A guide to the contents of the Environmental Impact Statement, the 
Summary, and the primary references follows this Preface. 

In accordance with the 1981 Joint Statement of the governments of Canada 
and Ontario, no site for disposal of nuclear fuel waste is proposed at this 
t i~~~t?. T h u s  in developi~lg and assessing the disposal concept, AECL could 
not design a facility for a proposed site and assess the environmental 
effects to determine the suitability of the design and the site, as would 
normally he done for an Environmental Impact Statement. Instead, AECL and 
Ontario Hydro have specified illustrative "reference" disposal systems and 
assessed those. 

A "reference1' disposal system illustrates what a disposal system, including 
the geosphere and biosphere, might be like. Although it is hypothetical, 
it is based on information derived from extensive laboratory and field 
research. Many of the assumptions made are conservative, that is, they 
would tend to overestimate adverse effects. The technology specified is 
either available or judged to be readily achievable. A reference disposal 
system includes one possible choice among the options for such things as 
the waste form, the disposal container, the vault layout, the vault seals, 
and the system for transporting nuclear fuel waste to a disposal facility. 



The components and designs chosen are not presented as ones that are being 
recommended but rather as ones that illustrate a technically feasible way 
of implementing the disposal concept. 

After the Panel has received the requested information, it will hold public 
hearings. It will also consider the findings of the Scientific Keview 
Group, which it established to provide a scientific evaluation of the dis- 
posal concept. According to the Panel's terms of reference "As a result of 
this review the Panel will make recommendations to assist the governments 
of Canada and Ontario in reaching decisions on the acceptability of the 
disposal concept and on the steps that must be taken to ensure t.he safe 
long-term management of nuclear fuel wastes in Canada" (Minister. of the 
Environment, Canada 1989). 

Acceptance of the disposal concept at this time would not imply approval of 
any particular site or tacility. If the disposal concept is accepted and 
implemented, a disposal site would be sought, a disposal facility would be 
designed specifically for the site that was proposed, and the potential 
environmental effects of the facility at the proposed site would be 
assessed. Approvals would be sought in incremental stages, so concept 
implementation would entail a series of decisions to proceed. Decision- 
making would be shared by a variety of participants, including the public. 
In all such decisions; however, safety would be the paramount consideration. 



The EIS, Summary, and Primary References 

Canada's Nuclear Fuel Waste ( AECL 1994a) 

The Disposal of Canada's Nuclear Fuel Waste: Public Involvement and Social 

The Disposal of Canada's Nuclear Fuel Waste: Site Screening and Site 

The Disposal of Canada's Nuclear Fuel Waste; Engineered Barriers 

Alternatives ( Johnson et al. 1994b ) 

The Disposal of Canada's Nuclear Fuel Waste: Preclosure Assessment of a 

The Disposal of Canada's Nuclear Fuel Waste: The Vault Model for 

The Disposal of Canada's Nuclear Fuel Waste: The Geosphere Model for 

The Disposal of Canada's Nuclear Fuel Waste: The Biosphere Model, BIOTRAC, 



GUIDE TO THE CONTENTS OF THE ENVIRONMENTAL IMPACT STATEMENT, 

THE SUMMARY, AND THE PRIMARY REFERENCES 

ENVIRONMGNTAL IMPACT STATEMENT AND SUMMARY 

Environmental ImPact Statement on the Conce~t for Dis~osal of Canada's 
Nuclear Fuel Waste tAECL 1994a2 

- provides an overview of AECL's case for the acceptability of the 
disposal concept 

- provides information about the following topics: 
- the characteristics of nuclear fuel waste 
- storage and the rationale for disposal 
- major issues in nuclear fuel waste management 
- the disposal concept and implementation activities 
- alternatives to the disposal concept 
- methods and results of the environmental assessments 
- principles and potential measures for managing environmental 

effects 
- AECL1s overall evaluation of the disposal concept 

Summarv of the Environmental ImDact Statement on the Concept for 
Dis~osal of Canada's Nuclear Fuel Waste (AECL 1334b) 

- summarizes the contents of the Environmental Impact Statement 

PRIMARY REFERENCES 

The Dis~osal of Canada's Nuclear Fuel Waste: Public 1nvolveme.nt and 
Social Aspects tGreber et al. 1994) 

- describes the activities undertaken to provide information to the 
public about the Nuclear Fuel Waste Management Program and to obtain 
public input into the development of the disposal concept 

- presents the issues raised by the public and how the issues have been 
addressed during the development of the disposal concept or how they 
could be addressed during the implementation of the disposal concept 

- discusses social aspects of public perspectives on risk, ethical 
issues associated with nuclear fuel waste management, and principles 
for the development of a publicly acceptable site selection process 

The D ~ S D O S ~ ~  of Canada's Nuclear Fuel Waste: Site Screenins and Site 
Evaluation Technolosv (Davison e t a l A 9 9 Q a )  

- discusses geoscience, environmental, and engineering factors that 
would need to be considered during siting 



- describes the methodology for characterization, that is, for obtain- 
ing the data about regions, areas, and sites that would be needed for 
facility design, monitoring, and environmental assessment 

T e D's o a1 < 
A t rna ive < 
- describes the characteristics of nuclear fuel waste 

- describes the materials that were evaluated for use in engineered 
barriers, such as containers and vault seals 

- describes potential designs for containers and vault seals 

- describes procedures and processes that could be used in the produc- 
tion of containers and the emplacement of vault-sealing materials 

T D' sal 1 1  
1 

- discusses alternative vault designs and general considerations for 
engineering a nuclear fuel waste disposal facility 

- describes a disposal facility design that was used to assess the 
technical feasibility, costs, and potential effects of disposal 
(Different disposal facility designs are possible and might be 
favoured during concept implementation.) 

- p r e s e n t s  cost a n d  labour estimates for implementing the design 

S a  : Precl Asses of 
a A a . 1  

- describes a methodology for estimating effects on human health, the 
natural environment, and the socio-economic environment that could be 
associated with siting, constructing, operating (includes transport- 
ing used fuel), decommissioning, and closing a disposal facility 

- describes an application of this assessment. methodology t-o a refer- 
ence disposal system (We use the term "reference" to designate the 
disposal systems, including the facility designs, specified for the 
assessment studies. Different disposal facility designs are possible 
and might be favoured during concept implementation.) 

- discusses technical and social factors that would need to be consid- 
ered during siting 

- discusses possible measures and approaches for managing environmental 
effects 



The Disposal of Canada's Nuclear Fuel Waste: P O S ~ C ~ O S U ~ ~  Assessment of a 
~eference Svstem (Goodwin et al. this volume) 

- describes a methodology for 
- estimating the long-term effects of a disposal facility on human 

health and the natural environment, 
- determining how sensitive the estimated effects are to variations 

in site characteristics, design parameters, and other factors, and 
- evaluating design constraints 

- describes an application of this assessment methodology to a refer- 
ence disposal system (We use the term "reference" to designate the 
disposal systems, including the facility designs, specified for the 
assessment studies. Different disposal facility designs a.re possible 
and might be favoured during concept implementation.) 

The Disposal of Canada's Nuclear Fuel Waste: The Vault Model 
Postclosure Assessment (Johnson et al. 1994b) 

- describes the assumptions, data, and model used in the postclosure 
assessment to analyze processes within and near the buried containers 
of waste 

- discusses the reliability of the data and model 

Thc Disposal of Canada's Nuclear Fuel Waste; The Geos~here Model for 
Postclosure Assessment (Davison et al. 1994bl 

- describes the assumptions, data, and models used in the postclosure 
assessment to analyze processes within the rock in which a disposal 
vault is excavated 

- discusses the reliability of the data and model 

The Disposal of Canada's Nuclear Fuel Waste: The Bios~here Model, 
BIOTRAC, for Postclosure Assessment (Davis et al. 1993) 

- describes the assumptions, data, and model used in the postclosure 
assessment to analyze processes in the near-surface and su r face  
environment 

- discusses the reliability of the data and model 
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EXECUTIVE SUMMARY 

ES.l INTRODUCTION 

Context of This Report 

AECL Research is submitting for public review an Environmental Impact 
Statement (EIS) for the disposal of Canada's nuclear fuel waste. The EIS 
(AECL 1994a) is supported by nine primary references identified in the 
preface. 

Two of these primary references present assessments of the potential 
impacts of a conceptual facility on the public, workers and the 
environment. 

- The preclosure assessment (Grondin et al. 1994 ) deals with 
environmental and safety issues that may arise durinc~ t.he 
facility construction, operation, decommissioning and extended 
monitoring stages, prior to and including closure of the disposal 
facility . 

- The postclosure assessment, documented in this report, deals with long- 
term environmental and safety issues. The time frame cf concern 
for the postclosure assessment begins after the disposal facility 
has been closed and all shafts, tunnels and boreholes have been 
sealed, so that the facility is placed in a passively safe state. 
The postclosure phase also extends indefinitely into the future. 

If the concept were accepted, implementation of an actual facility would 
proceed through stages that include siting, construction, operation, decom- 
missioning, extended monitoring and closure (AECL 1994a), and postclosure 
assessments would be performed during each of these stages. It is our view 
that postclosure assessment would play a significant role throughout imple- 
mentation, by providing information that is essential for decision making. 
In particular, assessments conducted at each stage and substage of the 
project would contribute to the rationale and justification to continue to 
the next step. Eventually, postclosure assessment would contribute toward 
a decision on closure of the facility. 

The application of the postclosure assessment described in this document is 
approximately equivalent to interim investigations that would be conducted 
during the siting stage for the evaluation of a potential site. Tn parti- 
cular, this document describes the analysis that could be performed at a 
time when there 1s substantial information from studies on the surface and 
in exploration boreholes, but prior to exploratory excavation. Thus the 
primary purpose of this assessment would be to contribute toward decisions 
on whether to begin exploratory excavation at the site in question, so as 
to permit a more complete evaluation of its technical merits. Subsequent 
postclosure assessments of this site, and similar assessments of other 
potential sites, would contribute to selecting a preferred site and to 
obtaining approvals for the construction of a disposal facility at that 
site. 



The principal objectives of the postclosure assessment are to 

- develop and document a method for estimating and evaluating the 
long-term effects and safety of a facility for the disposal of 
Canada's nuclear fuel waste; and 

- demonstrate the utility of this method by applying it to a hypo- 
thetical implementation of the concept, which we refer to as the 
reference disposal system. 

In demonstrating the method, specific objectives of the postclosure assess- 
ment of the reference disposal system are to 

- identify possible long-term environmental and safety impacts, 
notably radiation dose to individuals most at risk, and estimate 
the magnitudes of the impacts; 

- compare the magnitudes of these estimated impacts with safety 
criteria established by regulatory agencies in Canada; and 

- conduct sensitivity analyses to identify factors that could have 
a large influence on the number and magnitude of potential 
impacts. 

Our postclosure assessment uses deterministic and probabilistic methods to 
evaluate impacts. The deterministic methodology provides detailed insight 
into the operation of the disposal system, whereas the probabilistic assess- 
ment methodology provides a comprehensive and systematic approach to account 
for uncertainty. The analyses are focussed on possible environmental and 
safety impacts, such as radiation dose to people who would be most at risk, 
radiation dose to other biota and concentrations of contaminants in the 
soil, water and air in the vicinity of a disposal facility. (We use the 
term contaminants to refer to both radioactive and nonradioactive nuclides 
from the nuclear fuel waste.) We also estimate the radiological risk for 
comparison with regulatory criteria by applying a prescribed risk equation 
(AECB 1987a). Radiological risk is a measure of the probability of serious 
health effects per year that may result from the disposal system. 

The postclosure assessment described in this report is applied to a hypo- 
thetical disposal system, and not to a specific project. Thus the results 
of the analysis should be interpreted with appropriate qualifications and 
used with caution. 

Scove of the Postclosure Assessment; 

The concept for the disposal of Canada's nuclear fuel waste involves deep 
underground burial in a vault excavated in plutonic rock of the Canadian 
Shield (AECL 1994a,b). A series of engineered and natural barriers would 
immobilize and isolate the waste. 



The features of the concept relevant to the postclosure assessment concern 
the long-term behaviour of the waste after the rooms in the vault would 
have been filled, the access tunnels and shafts would have been sealed, and 
the surface facilities would have been removed. The postclosure assessment 
is concerned with the entire disposal system: the disposal vault itself and 
the surrounding geosphere and biosphere that might be affected by the 
presence of the disposal vault. 

To provide quantitative estimates of impacts, the postclosure assessment 
uses mathematical simulations to study the behaviour of contaminants in the 
disposal system. The simulations are based on defensible scientific prin- 
ciples, using current information and knowledge to construct a system model 
that represents the disposal system. We then interrogate the system model 
to evaluate future behaviour. The system model does not predict in detail 
the actual future of the disposal system. Rather it provides an estimate 
of impacts that will not be exceeded; that is, it overestimates impacts. 
This a common practice in safety analysis. 

For times far into the distant future, we also use reasoned arguments that 
are based on the geological record and well-established scientific 
principles. 

Environmental Criteria, Guidelines and Standards 

In Canada, the Atomic Energy Control Board (AECB) is responsible for the 
regulations for the licensing and operation of nuclear facilities. The 
AECB has issued three regulatory documents that apply to the post.closure 
assessment: R-71 (AECB 1985) outlines the AECB's general requirements for a 
regulatory review and assessment of the concept; R-104 (AECB 1987a) pro- 
vides quantitative and qualitative regulatory objectives, requirements and 
guidelines for judging the acceptability of the long-term performance of 
radioactive waste disposal options; and R-72 (AECB 1987b) discusses funda- 
mental objectives and requirements for siting a disposal facility. The 
AECB Regulatory Document R-104 includes a radiological risk limit that is 
calculated from estimates of annual dose. 

We use the term annual dose (to humans) as an abbreviation for annual 
effective dose equivalent, and we report it in units of sieverts per year 
(Sv/a). Annual dose determines the biological consequences of internal and 
external exposures to ionizing radiation, with corrections accounting for 
the effectiveness of different types of radiation in causing biological 
effects and the radiosensitivity of different body organs. The internal 
exposures are 50-year committed effective dose equivalents, meaning that 
they account for radiation dose received during the current year, plus the 
dose that would be received over the next 49 years from those radioactive 
contaminants that may r e ina i r1  in Lhe human body. We calculate annual dose 
for members of a hypothetical group of individuals, called the critical 
group, who are expected to be most at risk from the disposal system. 

The AECB Regulatory Documents R-71 and R-104 (AECB 1985, 1987a) also 
specify that environmental impacts must be assessed for nonradioactive 
contaminants released from the dfsposal facility, although no specific 
requirements are provided. We use criteria based on available Canadian 



regulations and guidelines, such as guidelines for drinking water and for 
cleanup of contaminated soil. Guidelines are not established for some 
contaminants, and for these contaminants we have assumed stringent guide- 
lines to identify contaminants of concern. We then evaluate their poten- 
tial to cause a significant effect. 

Finally, there is a more general requirement for protection of the environ- 
ment that is discussed in R-104 AECB (1987a) and in the guidelines from the 
Environmental Assessment and Review Panel (EARP 1992). We examine possible 
effects on the environment attributed to the presence of a disposal vault. 
These effects include an estimate of concentrations of all radioactive and 
nonradioactive contaminants in soil and water, and then a comparison of 
these concentrations with environmental baseline data from the Canadian 
Shield. We use this exacting test to identify contaminants of potential 
concern for protection of the environment. For the contaminants of con- 
cern, we focus our analysis on how and to what extent they could affect the 
environment. A key part of the analysis is an evaluation of the effects of 
estimated radiation doses to nonhuman organisms. 

ES.2 THE ASSESSMENT METHOD 

The approach we use conforms to the objectives, scope and regulatory 
requirements described above. Because the disposal system is designed to 
protect humans and the environment for tens of thousands of years, we 
cannot base the quantitative assessment on observations of its long-term 
performance. We have, therefore, adopted a simulation approach, using 
mathematical models to infer the long-term behaviour of a disposal system 
and to estimate its potential effects. We describe the assessment approach 
using the six steps shown in Figure ES-1 and note there is considerable 
feedback among the steps. 

1. S~ecifv the Svstem Features 

The concept for disposal of Canada's nuclear fuel waste is based upon 
emplacement in plutonic rock of the Canadian Shield. A complete descrip- 
tion of the concept, including a number of design options, is provided in 
t-he EIS (AECI, 1994a) and in t-he primary references describing the engi- 
neered barriers (Johnson et al. 1994a) and the conceptual design (Simmons 
and Baumgartner 1994). 

The reference disposal system assessed in this report generally conforms 
with the characteristics of the concept, although it considers some specific 
assumptions and design choices; for example, the disposal vault is located 
at a depth of 500 m, the nuclear waste is used-fuel bundles containing 
irradiated uranium dioxide fuel and Zircaloy sheaths, the used-fuel bundles 
are placed in thin-walled containers constructed from Grade-2 titanium, the 
containers are emplaced in boreholes in the floor of the rooms of the dis- 
posal vault, a swelling clay (called the buffer) isolates the containers in 
the boreholes from the surrounding rock, and the vault is located within a 
particular geosphere for which a reasonably complete set of environmental 
and geological data are available. Figure ES-2 illustrates some of the 
features of the reference disposal system. 



FIGURE ES-1: Overview of the Steps in the Postclosure Assessment 

Not shown is the feedback in which the results and conclusions from one step may bring about some 
changes in one or more other steps. For example, preliminary estimates of impacts and comparisons 
with criteria can lead to changes in the system features and to other steps in the assessment. 

2. Identifv Scenarios 

In this step, we systematically search for all factors that could affect 
the future performance of the reference disposal system. Examples of such 
factors are container corrosion, diffusion of contaminants in groundwater, 
movement of groundwater and contaminants in the geosphere including move- 
ment along fracture zones, and the use of wells to supply drinking water. 
We then assemble the factors into scenarios, or combinations of factors, 
tor detailed assessment. For the study described in this report, we 
concluded that three types of scenarios require quantitative evaluation. 
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FIGURE ES-2: Some Features of the Reference Disposal System 

This figure illustrates the different scales of engineered and natural barriers in the reference disposal 
system and lists some of their properties that are important. 
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The first type of scenarios contains most of the identified factors. They 
are called the SYVAC scenarios because they are evaluated using the =stems 
yariability Analysis code (or SYVAC). For the assessment of the reference 
disposal system, we conservatively assume the total probability associated 
with the SYVAC scenarios is unity. These scenarios deal with groundwater- 
mediated processes: corrosion of the containers, dissolution of the waste, 
release of contaminants from the vault, transport of contaminants through 
the geosphere and the biosphere, where they may cause impacts to humans, to 
other biota and to the environment. The SYVAC scenarios include many 
scenarios; for example, they include situations where a well or a lake 
supplies the drinking water used by the critical group, and situations 
where crops are grown on different types of soil or on lake sediment. 

The second type of scenarios requiring detailed evaluation for the 
reference disposal system is known as the open-borehole scenarios. These 
scenarios deal with the unlikely possibility that one or more deep 
boreholes may remain open after closure of the disposal vault and provide 
important transport pathways for contaminants in the disposal vault. 

The third type of scenarios deals with disruptive events that could seri- 
ously impair the integrity of a disposal system. For the reference dis- 
posal system, we conclude that one such event requires detailed evaluation: 
inadvertent human intrusion, in which the intruder is unaware of the exis- 
tence of the disposal vault and the hazard that it presents. We assume 
these scenarios are initiated by a low-probability event in which a deep 
exploration borehole is drilled through a container in the vault, and 
nuclear fuel waste is brought directly to the surface environment. 

3. D ~ v ~ ~ o D  Models and Data for Sirnulatino the Svstem 

In step 3, we gather together all the available information and data 
required to describe the scenarios requiring evaluation. 

We construct mathematical models to simulate how contaminants could move 
throughout the reference disposal system. In constructing these models, we 
first relate observed data to our understanding of geology, physics, chem- 
istry, biology, health sciences and other disciplines. We then represent 
these observations and understanding using mathematical models that 
describe the known data and that can be u s e d  tn d~scribe f ~ ~ t ~ i r e  h~havin~lr. 
A key challenge in constructing these models is ensuring that they are 
appropriate for their intended use, which is to evaluate the long-term 
performance and safety of the disposal system and to provide estimates of 
potential impacts that would not be exceeded. The system model developed 
for the SYVAC scenarios is described in detail in the primary references 
for the vault model (Johnson et al. 1994b), the geosphere model (Davison et 
al. 199413) arid the biosphere ~r~udel (Davis eL al. 1993). These primar-y 
references include discussion of the assumptions made in construc:ting the 
models and justification of the data used in the models. 

The models contain parameters that represent the important features of the 
system. Figure ES-2 gives examples of these parameters, such as the inven- 
tory of contaminants in the U02 matrix. The value selected for a parameter 
reflects the observations and measurements from field and laboratory 
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studies. In many cases, it may not be feasible to provide a single precise 
value for a parameter and, therefore, we allow for ranges of possible para- 
meter values. For each parameter, the range and weighting of different 
possible values are specified using a probability density function (PDF) 
assigned by qualified experts in appropriate scientific and engineering 
disciplines. The experts select an appropriate PDF to account for the 
uncertainty in possible parameter values, including uncertainty arising 
from natural variability and the current state of knowledge. 

In constructing these models and specifying their associated parameter 
values, we have made a number of conservative assumptions. That is, where 
it is not necessary or possible to be realistic, we have introduced 
assumptions that would lead to overestimates of impacts. 

We use the models and data to simulate the long-term behaviour of contami- 
nants in the reference disposal system and to provide (0ver)estimates of 
impact. For quantitative studies of the SYVAC scenarios, we performed both 
a deterministic analysis and a probabilistic analysis, using the computer 
program SYVAC3-CC3 (=stems yariability Analysis Code generation 3, with 
models for the Canadian Concept, version 3). These two analyses provide 
complementary information. 

- Deterministic analysis provides insights into how and where contaminants 
move within the system. our analyses are focussed on the median- 
value simulation, named thus because it uses the median value for 
each parameter. The median value is a central value from the 
range of possible values (more precisely, it is the value 
corresponding to the 5oth percentile of the parameter PDF). 

- Probabilisticanalysis takes into account the effects of uncertainty and 
variability in parameters used by the system model. In this 
analysis, we use the results from thousands of simulations, each 
having a different set of randomly sampled values for all 
parameters. The values are sampled from the PUFs associated with 
the parameters. To compare the estimates of impact with 
regulatory criteria, we use the arithmetic average (or mean) of 
the estimates from the large set of simulations. Use of the 
arithmetic average is prescribed in the AECB Regulatory Document 
R-104 (AECB 1987a). The arithmetic average of an impact 
corresponds to its (mathematical) expectation value, taking into 
account the effects of uncertainty in the values of the 
parameters. 

The deterministic (or median-value) and probabilistic analyses for the 
SYVAC scenarios cover the period of time from closure of the disposal 
facility up to lo5 a into the future. Results of the analyses, outlined in 
Section ES.3, include estimates for variables s i lch  a s  a n n t l a l  dose t.o humans 
and to nonhuman biota, and concentrations of contaminants in soil and 
water. 



We also describe in Section ES.3 our analyses of the open-borehole and 
inadvertent human intrusion scenarios. 

Reasoned arguments to extend the analyses of potential effects to longer 
time frames are outlined in Section ES.4. 

5. Analvze the Sensitivitv of the Svstem 

In sensitivity analysis, we systematically vary parameter values and 
observe the changes in the estimated impacts to improve our understanding 
of the importance of different factors on the performance of the disposal 
system. We are especially interested in identifying those parameters that 
have the greatest effect on the frequency, magnitude and variability of 
potential impacts. 

Our study of the SYVAC scenarios for the reference disposdl systelll includes 
sensitivity analyses of both the median-value and probabilistic results. 
We also document a preliminary study to identify potential derived con- 
strai-nts for the disposal system. A derived constraint is a siting or 
engineering restriction that might be imposed so that a disposal system 
would better comply with regulatory criteria and provide a greater margin 
of safety. We applied one such constraint, pertaining to the separation of 
the reference disposal vault from a nearby geological feature (referred to 
as fracture zone LDl), in developing a final description of the reference 
disposal system. 

6. Compare Estimated Impacts with Resulatorv Criteria 

Finally, we compare estimated impacts with regulatory criteria. Our dis- 
cussion in Section ES.5 summarizes the results of the analysis for the 
reference disposal system for the SYVAC, open-borehole and human intrusion 
scenarios. There are two main parts to the summary. 

- The first deals with times up to lo4 a. We use the results from 
Section ES.3 to estimate the total radiological risk from all 
significant scenarios for comparison with the AECB (1987a) radio- 
logical risk criterion. 

The second deals with times beyond l o 4  a. The AECB criteria 
(AECB 1987a) require that, if estimates of annual dose do not 
peak within l o 4  a, "there must be reasoned argument leading to 
the conclusion that beyond 10 000 years sudden and dramatic 
increases in the rate of release [of radionuclides] to the envi- 
ronment will not occur, acute doses will not be encount.ered by 
individuals and that major impacts will not be imposed on the 
biosphere". We provide some specific arguments in Section ES.4, 
and more general arguments in the EIS (AECL 1994a) and in the 
primary references for the vault model (Johnson et al. 1994b), 
the geosphere model (Davison et al. 1994b) and the biosphere 
model (Davis et al. 1993). 



The results of the quantitative assessment of the reference disposal system 
are discussed in the following seven related topics. The first five per- 
Lain Lu Lhe drldlysis uK Lhe SYVAC scerldr.ius drld dedl wil-11 derived curl- 
straints, median-value (deterministic) analysis, barrier effectiveness, 
probabilistic analysis, and a special study of assumed site and design 
features. The sixt-h and seventh tnpics describe t-he analyses for the open- 
borehole and inadvertent human intrusion scenarios. 

We use preliminary analyses to examine ways of improving the performance of 
the reference disposal system. Such analyses are considered preliminary 
because they can lead to a modification of the reference disposal sysLem 
and to the associated models and data used in subsequent analyses. 

For the studies described in this report, the cnnst-raint found t-o he most 
effective in reducing estimated annual doses involves a modification to the 
location and layout of the reference disposal vault. We then applied this 
modification and changed the original vault design. This design change is 
referred to as a derived constraint because it is determined by the system 
performance analysis. 

The derived constraint involves a change to the vault layout relative to 
the nearby fracture zone LD1 (Figure ES-3). Fracture zone LD1 is a 
shallow-dipping fracture zone that we assume passes through the plane of 
the disposal vault, to connect at depth with a vertical joint. We also 
assume that LD1 sustains relatively high groundwater flow toward the 
surface. We observe the presence and assumed properties of LD1 have a 
strong influence on estimates of annual dose. (The properties of LD1 were 
based on information available in 1985, when a model of the hydrogeology of 
the WRA first became available. More recent information indicates that 
these assumptions represent an unduly pessimistic description of the 
groundwater flow system.) The derived constrainL affects two aspects of 
the vault layout. 

- The first involves the distance between T,nl and the vault. We 
assumed there would be a minimum of approximately 50 m of 
sparsely fractured rock between LD1 and the waste-emplacement 
part of any vault room. This distance is known as the waste 
exclusion distance (Figure ES-3). 

- The second involves the orientation of vault rooms relative to 
LD1. We assumed LhdL there would be no vault rooms containing 
nuclear fuel waste in positions above LD1. This is the situation 
shown in Figure ES-3, where all vault rooms are located below and 
to the left of LD1. 

Figure ES-2 shows the modified vault design that is evaluated further in 
this document. In the original design, vault rooms were located above and 
below LD1, whereas in the modified design all the rooms are below LD1. The 





Figure ES-4 shows the estimated total annual dose and the most important 
contributors to the dose. The estimated total annual dose slowly increases 
to a value of 3 x 10-l8 Sv/a at lo4 a. For times up to lo5 a, the esti- 
mated maximum in the total annual dose is 4 x Sv/a. These estimates 
are far smaller than annual doses from radiation in the natural environment 
(about 3 x SV/a). of the 68 radionuclides studied, most ot the esti- 
mated annual dose is attributed to 129~, with much smaller contributions 
from "c. Other radionuclides make far smaller contributions for times up 
to lo5 a. Our analysis indicates there would be no significant releases 
into the biosphere of radionuclides such as cesium-135, strontium-90, 
tritium, technetium-99, uranium-235 and all isotopes of plutonium, 
americium and the other transuranics. 

The analysis shows that the largest estimated annual doses are associated 
with one important flow path (Figure ES-5) in which contaminants move, 
principally by dilfusiun, Lrum the waste forms, containers, buffer and 
backfill into the surrounding rock, and through the sparsely fractured rock 
to fracture zone LD1. When they reach fracture zone LD1, contaminants are 
transported by diffusion and by advect- lon in moving groundwater to the 
intersection of LD1 and the well used by the critical group. Members of 
the critical group are mainly affected by eating food and drinking water 
that have been contaminated by water from the well, where the well is used 
as their source of domestic water, irrigation water and animalsf drinking 
water. 

We observe that radionuclides from only the three secto~s uf the v a u l L  
closest to fracture zone LD1 contribute significantly to estimates of 
annual dose. These three sectors have a waste exclusion distance of about 
50 m, whereas all other sectors are much farther from LD1, and thus make no 
consequential contribution to estimated doses for times up to lo5 a. 

Other results from the median-value simulation include estimates of where 
contaminants move in the reference dis osal system. For example, by lo4 a, 
about 3.9% of the total inventory of lT91 has left the waste containers and 
entered the buffer and backfill, and an extremely small fraction has 
reached the biosphere. For times up to lo5 a, the estimated maximum entry 
rate of into the biosphere is about 1 x mol/a from all pathways. 
Figure ES-6 illustrates these results. 

Of the nine chemically toxic contaminants from the disposal vault, bromine 
has the greatest estimated discharge into the biosphere. The total dis- 
charge of bromine for times up to lo5 a is about 0.11 moll with a maximum 
estimated discharge rate of about 1 x mol/a. The estimated concentra- 
tion of bromine in the soil of the biosphere is less than 3 x 10-lo mol/kg, 
more than 5 orders of magnitude smaller than median concentrations of natu- 
rally occurring bromine in the environment. Similar observations apply to 
estimated concentrations of bromine in well water and in lake water. Dis- 
charge rates of the other eight chemically toxic contaminants are many 
orders of magnitude smaller than those for bromine, and estimated 
concentrations are far smaller than naturally occurring concentrations in 
the biosphere. 
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FIGURE ES-4: Estimated Annual Dose from the Median-Value Simulation 

The major contributor to total estimated annual dose is 1291: note that the total dose curve and the 
1291 dose curve are identical in this plot. Estimated annual doses from (in both the used fuel 
and the Zircaloy sheaths), are orders of magnitude below the annual dose associated with the AECB 
risk criterion. Estimated annual doses from all other radionuclides are much smaller. 

Estimated concentrations of all contaminants in the vicinity of the refer- 
ence disposal vault are extremely small, even in those parts of the bio- 
sphere likely to be most contaminated. Subsequent effects on the environ- 
ment are expected to be insignificant. In particular, estimated annual 
doses to nonhuman biota are much smaller than the total annual dose to 
plants and animals from natural sources. 

Sensitivity analyses of the median-value simulation have identified the 
parameters that have the greatest influence on estimates of annual dose 
when their values are varied from their median values. As might be 
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FIGURE ES-5: Principal Flow Path in the Median-Value Simulation 

The main exposure pathway leading to the critical group starts from the vault sectors nearest fracture 
zone LDl and includes transport upwards along LD1 to its intersection with the well. 
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FIGURE ES-6: Distribution of in the Disposal System for the Median- 
Value Simulation 

Parts (a) and (b) show the predicted distributions after 1 o4 and 1 o5 a respectively, expressed as 
percentages of the initial inventory of '*'I. Very small quantitles of '*'I are released to the 
biosphere for times up to 1 05 a. 



expected, many of these parameters relate to 12'1. For all such para- 
meters, we have performed detailed studies to examine the underlying 
reasons for their importance. 

Analvsis of Barrier Effectiveness 

The reference disposal system contains a number of engineered and natural 
barriers. A special sensitivity analysis is focussed on the relative 
effectiveness of eight. harriers in the reference disposal system: the waste 

matrices (the used-fuel pellets and Zircaloy fuel sheaths containing the 
contaminants), the titanium containers, the low-permeability buffer sur- 
rounding the containers, precipitation of sparingly soluble elements in the 
buffer, the clay and crushed rock used as backfill for the rooms and tun- 
nels in the vault, the rock within the waste exclusion distance, and the 
upper and lower portions of fracture zone LD1. 

The analysis shows that the effectiveness of a barrier is a function of 
time and the properties of the contaminants. It concludes that most bar- 
riers are effective for most contaminants and that the combined effect of 
these multiple barriers leads to extremely small discharges to the bio- 
sphere for all contaminants (Figure ES-7). The analysis also shows that 

- the most effective barriers are the used fuel and Zircaloy waste 
matrices, the backfill, the buffer, and the rock within the waste 
exclusion distance; 

- there are only a few contaminants, notably 12'1 and 14c, for 
which several of the barriers are not effective; and 

- every radionuclide is affected by several barriers. 

This last observation applies even for 12'1 and 14c, the two radionuclides 
that dominate estimates of dose. For example, 12'1 is affected by three 
independent barriers that offer approximately equal protection to l o 5  a: 
the waste matrices, the backfill and the rock within the waste exclusion 
distance. 

The probabilistic analysis of the reference disposal system is based on 
thousands of simulations in which values for the model parameters are 
randomly sampled. That is, in each simulation, a value is selected for 
every parameter through random sampling of its associated PDF. The 
analysis examines 

- Results from more than 40 000 simulations involving seven radio- 
nuclides expected to cause the largest annual doses (14c, 135~s, 
12'1, 59~i, lo7pdl 7 9 ~ e  and "TC) . Subsequent analyses conf irmed 
that the only major contributors to estimated annual dose are 

and '*c. 
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FIGURE ES-7: Summary of Barrier Performance at lo4 a 

This figure illustrates the relative effectiveness of eight barriers at 1 o4 a after closure of the disposal 
vault. The labels on the left-hand side of the figure identify different contaminants ("*" indicates a 
contaminant from Zircaloy; all others are from used fuel). The first column of boxes represents a 
pessimistic value for the net effectiveness of a sequential combination of the barriers. The columns 
on the right indicate the relative effectiveness of the eight barriers, each considered individually. A 
longer box corresponds to a more effective barrier. The longest possible box (such as the five on the 
right for 241Pu) means that essentially no contaminant passes through that barrier in l o4  a. 
Calculation of these lengths involves a logarithmic transformation. 

Results from at least 2000 simulations for another 61 radionuc- 
lides and nine chemically toxic elements of concern for their 
potential impacts. 

As noted earlier, we use the arithmetic average (or mean) of the estimated 
impacts from the large set of simulations for comparison with regulatory 
criteria. This average takes into account the effects of uncertainty in 
the values of the parameters. The results from the probabilistic analysis 
of the reference disposal system are as follows. 
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RadiologicalZmpacts. The mean annual dose estimate to a member of the 
critical group slowly rises to a maximum of about 8 x 10-l2 Sv/a 
for times up to lo4 a (Figure ES-8). This value is far below the 
annual dose level of 5 x Sv/a associated with the AECB risk 
limit (AECB 1987a) . For times up to lo5 a, the mean annual dose 
estimate rises to a maximum of about 1.3 x Sv/a. 

For all times up to lo5 a, the mean annual dose estimate is 
clearly dominated by contributions from 12'1 from used fuel 
(Figure ES-8) . The second largest contributor is 14c, and 
contributions from all other radionuclides are orders of 
magnitude smaller. (Recent data for 14c suggest that we have 
significantly overestimated its contribution to the mean annual 
dose. ) 

The corresponding results from the median-value simulation are 
considerably smaller (estimated annual doses are 3 x 10-l8 and 
4 x Sv/a for times up to lo4 and lo5 a respectively). 
Uncertainties associated with the reference disposal system lead 
to a distribution of estimated impacts that is highly skewed, 
such that the arithmetic mean dose is significantly greater than 
the corresponding single-dose estimate from the median-value 
simulation. 

ChemicalToxicityZmpacts. Estimated concentrations of all chemically 
toxic contaminants from the disposal vault in all parts of the 
local habitat of the critical group are so small that they would 
have negligible adverse impacts. For example, of the nine 
chemically toxic contaminants, bromine has by far the largest 
estimated concentrations in the biosphere The mean of its 
maximum estimated concentration (up to lo5 a) in soil is only 
3 x lo-' mol/kg, more than lo5 times smaller than naturally 
occurring concentrations of bromine in typical soils. Mean 
concentrations of other contaminants are extremely small; most 
estimates are less than mol/kg of soil and mol/m3 of 
water or air. 

Protection of the Environment. Estimated concentrations of all 
radionuclides and chemically toxic elements in the most 
contaminated soil and water are compared with environmental 
baseline data. The results indicate that only two contaminants, 
12'1 and 14c, could produce increases in their concentrations for 
the reference disposal system that are significant when compared 
with variations in their typical concentrations now found on the 
Canadian Shield. We have evaluated the potential effects of 
these two radionuclides. In particular, we estimate the 
radiation dose they could cause to four generic organisms (a 
bird, a mammal, a fish and a plant). These estimated annual 
doses are sufficiently small compared with the lower range of 
background radiation doses that potential radiological impacts 
would be negligible. Other impacts attributed to 12'1 and 14c 
are also negligible. We conclude that estimated concentrations 
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The curves show the arithmetic average (mean) of annual dose estimates from 40 000 simulations. 
The vertical axis is represented on both a linear (a) and logarithmic (b) scale. The dashed horizontal 
line shows the annual dose of 5 x 10" Sv/a associated with the AECB radiological risk criterion 
(AECB 1987a). 

Iodine-129 is the dominant contributor, and its curve is indistinguishable from the total dose curve. 
Only one other radionuclide, 14c, makes a significant contribution to the total. 
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in the biosphere of all contaminants arising from the reference 
disposal vault are so small that no significant radiological or 
nonradiological impacts are expected. 

The sensitivity analyses of the probabilistic results f i r s t  screens the 
model parameters to identify those parameters that most influence the 
estimates of maximum annual dose (to lo5 a), when considering the full 
ranges of possible values for all sampled parameters. Because this method 
of analysis can identify as important only those parameters that are char- 
acterized using PDFs, it cannot identify the waste exclusion distance as an 
important parameter because its value is fixed at about 50 m. However, we 
have identified these other important but fixed parameters using sensitiv- 
ity analyses of the median-value simulation. (We have also studied their 
effects; for instance, the effects of varying the waste exclusion distance 
are included in the special studies described in the next section.) 

Eight parameters were found to be most important: the tortuosity of the 
lower rock zone, the groundwater velocity scaling factor, the retardation 
factor of iodine in compacted organic lake sediment and the thickness of 
the sediment, the free-water diffusion coefficient for iodine, the buffer 
anion correlation parameter, the switch parameter determining whether 
domestic water comes from the well or the lake, and the depth of the well. 
Of these, the two most important are related to the characteristics of the 
sparsely fractured rock surrounding the vault, including the rock within 
the waste exclusion distance. They are the tortuosity of the lower rock 
zune dnd Lhe yruu~ldwater. velocity scaling factor. The first parameter is a 
measure of the increase in the effective distance for transport by diffu- 
sion arising from the winding nature of the interconnected aqueous pathway. 
The second is a measure of the uncertainty associated with groundwater 
velocities in the geosphere. Another important parameter determines 
whether the well or the lake serves as the source of drinking water used by 
members of the critical group. All eight parameters influence the movement 
of 1 2 9 ~  from the disposal vault to the critical group. 

The effects of these eight important parameters have been examined in 
detail. For example, w e  show that l a r g e r  e s t i m a t e s  of a n n u a l  dose are 
generally associated with smaller values of tortuosity, with larger values 
of the groundwater velocity scaling factor, and with the well serving as 
the source of drinking water. In addition, we identify, and then examine 
the influence of many other parameters that are important because of their 
effects in the vault, geosphere and biosphere models. 

Several tests confirm that we have identified the parameters whose uncer- 
tainties cause nearly all the variability in the maximum dose estimates to 
lo5 a. These parameters, therefore, would be primary candidates for fur- 
ther study to determine their possible values more accurately. A special 
analysis of the tortuosity of the lower rock zone examines how more infor- 
mation for this most important parameter could affect the magnitude and 
variability of the estimated mean annual dose for the reference disposal 
system. 
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Effects of Assumed Site and Desisn Features 

Special sensitivity analyses of the probabilistic results are used to 
examine the effects of assumed site and design features. The studies are 
"special" because they examine ranges of parameter values that are beyond 
the values specitied for the reference disposal system. Thus the results 
must be examined with caution. However, they do provide more information 
on the reference disposal system, and illustrate how a postclosure assess- 
ment can contribute to the evaluation of different features and different 
ways to improve the performance and safety margin of an actual disposal 
system. The studies are similar to those described at the beginning of 
Section ES.3, except that they take into account the effects of parameter 
uncertainty and variability. 

Assumed features that are examined include more durable containers, thicker 
layers of buffer and backfill, different waste exclusion distances, place- 
ment of vault rooms In a hydraulically favoured location, smaller ground- 
water velocities, larger concentrations of naturally occurring stable 
iodine in the groundwater, larger watershed areas, and wells used by mem- 
bers of the critical group that do not intersect the plume of contaminants. 
Figure ES-9 shows the results and indicates that three design constraints 
would be most effective in reducing the mean annual dose estimates for 
times up to lo5 a: locate vault rooms only below LD1 (that is, eliminate 
any vault rooms located above L D l ) ,  increase the waste exclusion distance, 
and use very durable (long-lfved) containers. (In the development of 
derived constraints discussed at the start of Section ES.3, we used the 
first two of these constraints to modify the original design of the vault. 
The analysis here indicates these same constraints would still be very 
effective.) 

Evaluation of the Owen-Borehole Scenarios 

The open-borehole scenarios describe a situation in which one or inore open 
boreholes could allow contaminants to by-pass a large fraction of the 
geosphere barrier, and thus provide a potentially significant transport 
pathway for contaminants in the disposal vault (Figure ES-10). Boreholes 
would be drilled during all stages of the project, but typically only about 
20 deep exploration boreholes would be drilled from the surface and near 
the potential area of a disposal vault for site characterization. 

From our evaluation for the reference disposal system, we conclude that the 
potential for open-boreholes would not make a siqnificant contribution to 
the radiological risk if three quality assurance procedures were used 
during the project to minimize the likelihood that a borehole would remain 
open at the time of vault closure. 

1. Ensure that all boreholes are properly sealed when no longer 
needed, following a quality assurance procedure that would be in 
effect during all stages of the disposal project. 

2. Avoid during the construction stage locating any vault room con- 
talning nuclear waste within some minimum acceptable distance of 
any deep exploration borehole. 



FIGURE ES-9: Effects of Assumed Site and Design Features 

Effects of different assumed site or design features are shown relative to the reference case. The 
comparisons use the means of the maximum estimated doses, to 1 o5 a, from 500 randomly sampled 
simulations. 

3. Confirm using geophysical detection methods prior to closure that 
there are no open boreholes near any vault rooms containing 
nuclear fuel waste. 

A borehole would remain open at the time of vault closure only if there was 
a failure to seal the borehole, a failure to isolate vault rooms containing 
waste from all deep boreholes by some minimum distance, and a failure to 
detect the presence of the borehole near a vault room. We believe that 
quality assurance procedures would provide a sufficiently high degree of 
confidence that no boreholes would remain open at the time of vault closure 
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FIGURE ES-10: Feature of Interest for the Open-Borehole Scenilrios 

These scenarios deal with an open borehole that passes near the vault and extends upwards to the 
surface. Our analysis indicates that the open-borehole scenarios would not contribute significantly to 
the radiological risk because of the application of three redundant quality assurance procedures that 
would ensure all boreholes are properly sealed, isolate vault rooms containing nuclear fuel waste 
from any deep boreholes by some minimum acceptable distance, and confirm there are no open 
boreholes near any vault room. 



that would affect the performance of the disposal system. Thus the open- 
borehole scenarios would not contrih~ite significantly to the radiological 
risk. 

Our evaluation of the open-borehole scenarios includes quantitative analy- 
sis of results from SYVAC3-CC3. This analysis indicates that, for the 
reference disposal system, a minimum acceptable distance of an open bore- 
hole to a vault room containing waste is likely to be less than 30 m. That 
is, if an open borehole were about 30 m distant from any room containing 
nuclear fuel waste, it would not contribute significantly to the radio- 
logical risk. Another analysis, using a modified version of SYVAC3-CC3, 
provides a representative estimate of the effects of an open borehole for 
the reference disposal system. These latter results suggest that an open 
borehole would not produce a large annual dose, even if it passed as close 
as about 5 m from a vault room containing nuclear fuel waste. 

E v l a '  f f i ce ari 

The inadvertent human intrusion scenarios describes radiation exposures 
caused by human actions at the disposal site after the closure of the dis- 
posal facility. We assume that these actions are unintentional, or inad- 
vertent, in the sense that they are carried out without knowledge of the 
presence of a disposal vault and its potential hazards. We examine the 
effects of actions initiated by a low-probability drilling operation that 
leads to the direct removal of nuclear waste from the disposal vault to the 
surface environment, thereby by-passing all natural and engineered bar- 
riers. (Some more probable future human intrusion actions are included in 
the SYVAC scenarios, such as drilling a water-supply well into the rock at 
the disposal site and farming on land or lake sediment located at the dis- 
charge areas of groundwater that has passed through the vault.) 

We estimate the probabilities of occurrence and annual doses for four 
related scenarios in which different individuals are most at risk. Two 
scenarios deal with exposure to the undispersed waste brought to the sur- 
face, and the individuals most at risk are, a member of the drilling crew 
and a laboratory technician. The other two scenarios deal with exposure to 
waste that has been dispersed over some site on the surface, and the indi- 
viduals most at risk are a construction worker and a resident of a house at 
the site. 

The probabilities of occurrence of these scenarios change with time for 
reasons such as the assumed loss of effectiveness of active and passive 
institutional controls. However, the estimated probabilities of occurrence 
are ver small just after closure of the disposal vault, and are less than 
5 x 10-% for all times up to l o 4  a. In contrast, estimated annual doses 
are largest at earlier times when the waste is most radioactive, but 
decrease at longer times. 

The radiological risk is calculated using the risk equation specified by 
the AECB (1987a), modified to account for acute annual doses larger than 
1 Sv/a. The largest calculated risks are associated with the drill-crew 
and resident scenarios and both reach peak values of about 3 x lo-'' 
serfous health effects per year (Figure ES-11). These peak values occur 
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FIGURE ES-11: Estimated Risk from Inadvertent Human Intrusion 

The four lower curves show the calculated radiological risk for the drill-crew, core examination. 
construction and resident scenarios; they are summed in the upper "total" curve. The maximum for 
each curve is at least 3000 times smaller than the risk criterion (AECB 1987a). The inset shows a 
blowup for times up to 300 a, and for the drill-crew and resident scenarios. These curves show 
discontinuities near 40 a and 150 a, the consequence of a modification to the risk equation. 



near 40 a and 150 a respectively. Smaller risks are associated with the 
core-examination and construction scenarios. 

If we assume the same individual is the member of the drilling crew, the 
laboratory technician, the construction worker and the resident, the radio- 
logical risk would reach peak values of about 3 x 10-lo serious health 
effects per year. The calculations also show that the radiological risks 
slowly decline after about 500 to 3000 a, and continue to decline at lo4 a, 
because estimated anrlual doses dre decr.edsirly laster. than estimated 
probabilities of occurrence are increasing. We conclude that the risk 
associated with the inadvertent human intrusion scenarios are about 3000 
times smaller than the AECB risk criterion (AECB 1 9 8 7 a ) .  

The AECB regulations (AECB 1987a) require that, if estimates of annual dose 
to members of the critical group do not reach a maximum within the first 
lo4 a following closure, reasoned arguments must be presented to show that 
radionuclide releases to the environment will not suddenly and dramatically 
increase, acute radiological risks will not be encountered by individuals, 
and major impacts will not be imposed on the biosphere. 

Because our results for the SYVAC scenarios show that the estimated annual 
dose continues to rise past lo4 a, we have extended the analysis to much 
longer times. The discussion in this report is focussed on potential long- 
term impacts for an undisturbed reference disposal system, taking into con- 
sideration quantitative results from the SYVAC scenarios for times up to 
lo5 a, supplemented with reasoned arguments to cover longer time-scales. 
The EIS (AECL 1994a) provides more general discussions on potential effects 
of disruptions and disturbances that could occur over long time frames, 
such as glaciation, earthquakes, meteorite impact and human intrusion. 

Impacts for an Undisturbed Disposal Svstem 

From our analysis of the undisturbed reference disposal system using 
SYVAC3-CC3, we observe that 

- For times up to lo5 a, the estimated annual dose is much smaller 
than the annual dose associated with the AECB risk criterion, and 
even further below the total annual dose from naturally occurring 
sources of radiation. 

- Carbon-14 and 1 2 9 ~  are the only radionuclides released to the 
environment in any appreciable quantities for times up to lo5 a. 
Carbon-14 and 1 2 9 ~  have four characteristics that lead to this 
important observation: they are relatively long-lived, a sig- 
nificant fraction of their inventories is available for release 
from the used-fuel waste matrix at the instant of water ingress, 
they are relatively abundant in used fuel, and they are rela- 
tively mobile both in the vault and in the rock surrounding the 
vault. No other radionuclide has all these characteristics. 
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Thus other radionuclides with nonzero instant-release fractions 
do not make significant contributions to dose. (They are 3 9 ~ r ,  
135~sf 3 ~ ,  81~r, 8 5 ~ r f  4 0 ~ ,  8 7 ~ b ,  "~e, 'OS~, "TC, a.nd 126~n.) 

- There are no significant contributions to total dose for times up 
to lo5 a from the inventory of any radionuclide that is released 
congruently with the dissolution of the used-fuel and Zircaloy 
matrices. Both of these matrices are expected to per:sist, rela- 
tively unchanged, for very long times under the geochemical 
conditions of the disposal vault. Radionuclides such as 237~p, 
239~ul 241Am, 226~a and 2 3 5 ~  are contained within the used-fuel 
waste matrix, and are released only when the matrix dissolves 
through the "congruent" release mechanism. 

- The maximum in the mean annual dose estimate for 14c occurs 
before lo5 a, and this maximurn is far smaller than the annual 
dose associated with the AECB criterion The mean annual dose 
estimate for 12'1 is still rising at 10' a. However, internal 
doses from 1 2 9 ~  cannot normally lead to an acute risk to a member 
of the critical group because of the way that 1 2 9 ~  behaves in the 
human body. 

- Radionuclides with half-lives shorter than that of 14c (5 x lo3 a) 
will decrease in inventory by a factor of more than a million 
after lo5 a. Because these radionuclides have not made a signifi- 
cdrit cu~~Lr.ibuLiuri Lo dose by lo5 a, their contributions for times 
after lo5 a would be negligible. (This point does not apply to a 
small number of progeny radionuclides whose inventories might 
increase subst-antially in t-ime hecalise of i ngrawth . ) 

Over time frames of millions of years, the vault inventory would be largely 
dominated by uranium and its decay products. At these long times, the 
waste vault resembles a high-grade uranium ore deposit, the behaviour of 
which provides a natural analogue to the performance of the vault and the 
radionuclides it would contain. 

Our studies of the Cigar Lake ore deposit in Northern Saskatchewan have 
focussed on particular aspects that have parallels with our reference 
disposal system. These studies indicate that the ore is thermod.ynamically 
stable in the geochemical environment of the ore deposit, has remained in 
place for millions of years, has undergone extremely slow congruent 
dissolution, and has retained most of its nuclear reaction products (Cramer 
1994). An important reason for these observations is connected with the 
geochemical environment found at the Cigar Lake deposits: the uranium ore is 
located in a reducing electrochemical environment and is surrountled by 
several natu~-ally occurring barriers such as a layer. ul: clay. We expect an 
electrochemical environment in the disposal vault and surrounding geosphere 
that would be reducing and that would persist for millions of years in an 
undisturbed disposal system. We also expect the low-permeability clay 
buffer would remain in place for times far beyond lo5 a. 

It is reasonable to expect that long-term environmental impacts attributed 
to the undisturbed reference disposal vault would lie somewhere i-n the 
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range of environmental effects observed today from deeply buried naturally 
occurring uranium ore deposits. Studies of potential health hazards from 
nuclear fuel waste and from uranium ore deposits show they have about the 
same level of hazard for times beyond about lo4 a (Mehta 1988, Mehta et al. 
1991). 

From the above considerations for the undisturbed reference disposal sys- 
tem, we expect that major impacts would not be imposed on the biosphere, 
that any radionuclide releases would be gradual (rather than sudden and 
dramatic), and that annual doses would be of the level now present in 
nature and far below levels associated with acute doses or acute radio- 
logical risks. 

The EIS (AECL 1994a) presents further discussion on the potential effects 
of disturbances and disruptions to the disposal system. 

ES.5 SUMMARY AND CONCLUSIONS 

We draw the following conclusions from our analysis. 

Three types of scenarios are evaluated for the reference disposal system: 
the SYVAC, open-borehole and inadvertent human intrusion scenarios. We 
have estimated their probabilities of occurrence and their potential 
impacts. 

- We show that calculated radiological risks are much smaller than 
the the AECB radiological risk criterion for all times up to 
lo4 a. For the SYVAC scenarios, the calculated risk reaches a 
maximum value of about 2 x 10-l3 (chances of receiving a serious 
health effect per year) at lo4 a following closure of the dis- 
posal vault. The open-borehole scenarios would not contribute 
significantly to the radiological risk if quality assurance pro- 
cedures are administered effectively during the project. For the 
inadvertent human intrusion scenarios, the calculated risk 
reaches a maximum value of about 3 x 10-lo within about 300 a 
following closure. The total risk, therefore, is at least 3000 
times smaller than the the AECB risk criterion for all times up 
to lo4 a. 

- We show that the reference disposal system would meet regulations 
and guidelines pertaining to chemically toxic contaminants. 
Estimated concentrations of chemically toxic contaminants are 
many orders of magnitude smaller than naturally occurring con- 
ccntrations in thc cnvironmcnt and would have no significant 
effect on members of the critical group. 

- We show that the reference disposal system will meet guidelines 
for protection of the environment. Only 12'1 and 14c exceed 
environmental baseline data; however, their chemical toxicity and 



radiotoxicity effects would be negligible. Specifically, esti- 
mated annual doses to four generic nonhuman organisms are far 
below the lower limit of total background dose rate. 

- The safety offered by the reference disposal system will extend 
far into the future. An evaluation of impacts for longer time 
frames shows that rates of release of contaminants would not 
suddenly and dramatically increase, no acute radiological risks 
would be expected, and no major impacts would be imposed on the 
biosphere. 

We have also identified design and engineerinq constraints that would 
improve the margin of safety of the reference disposal system, a.nd it has 
identified components of the system that have the strongest influence on 
uncertainty in the estimates of impact. 

The study results clearly support the conclusion that the reference disposal system would meet the relevant 
requirements for public safety and protection of the environment. In addition, if the assessment pertained to an 
actual candidate site, the results woulcl support a decision to proceed with further exploratory studies, 
including exploratory excavation. 



1. INTRODUCTION 

BACKGROUND 

1.1.1 context of This Re~ort 

AECL Research and Ontario Hydro were assigned responsibility in 1978 for 
the Canadian Nuclear Fuel Waste Managcmcnt Program (CNPWMP), to evaluate 
the concept for deep underground disposal of nuclear fuel waste in intru- 
sive igneous rock of the Canadian Shield (Joint Statement 1978, 1981). The 
disposal concept is being reviewed by a federal Environmental Assessment 
and Review Panel (EARP), which has issued guidelines (EARP 1992) for the 
preparation of an Environmental Impact Statement (EIS). AECL is submitting 
the EIS (AECL 1994a,b) to the Panel, and the Panel will make it available 
fur public and regulatory review. 

This report is a primary reference to the EIS; that is, it provides detailed 
support for some of the material discussed in the EIS. 

1.1.2 Scope of This Report 

This report presents a long-term environmental and safety assessment, 
referred to hereafter as the postclosure assessment. It documents 

- the approach that was developed to estimate and evaluate the 
long-term impacts of a disposal facility on human health and the 
natural environment, and 

- an application of the approach to a hypothetical implementation 
of the concept. 

The postclosure assessment examines the long-term performance and behaviour 
of the disposal system. It starts from the time the disposal facility is 
closed, that is, after all the shafts, tunnels and boreholes have been 
sealed, and it extends far into the future. Another primary reference, the 
preclosure assessment (Grondin et al. 1994), deals with the activities that 
precede and include the closure of the disposal facility. 

The postclosure assessment applies to a hypothetical implementation of the 
concept, referred to in this document as the reference disposal system. 
Most of the analyses presented in this report pertain to the postclosure 
assessment of this reference disposal system. 

One inherent qualification must be noted with regard to this assessment of 
the reference disposal system: it is equivalent to preliminary st,udies that 
would be conducted during the evaluation of a potential disposal site. ~f a 
decision were made to implement the disposal concept, then it is anticipated 
that implementation would proceed through several stages (AECL 1994a): 

- siting (with site-screening and site evaluation substages), to 
identify a small number of sites for detailed investigation, and 
then to identify a preferred site and to obtain approval for con- 
struction at that site; 



- construction, to fabricate the disposal facilities and to obtain 
approval to begin waste emplacement; 

- operation, to emplace nuclear fuel waste in the disposal vault; 

- extended monitoring, to obtain approval for starting the decom- 
missioning of the disposal facility; 

- decommissioning, to complete the sealing of the disposal vault 
and to rehabilitate the site; 

- extended monitoring, to obtain approval to begin closure; and 

- closure, to return the site to a passively safe state (or a state 
such that safety would not depend on institutional controls). 

Postclosure assessments would contribute to the decision-making process at 
each stage: 

- During the site-screening substage, postclosure assessments of 
potentially suitable sites would help to determine the technical 
merits of these sites, largely on the basis of information 
derived from reconnaissance studies. Results from the post- 
closure assessment would contribute to selecting a small number 
of areas for more detailed investigation. 

- During the site evaluation substage, more detailed information 
would become available for each potential site, particularly from 
subsurface studies of the geosphere. Postclosure assessments 
using more detailed information would contribute to evaluating 
the technical acceptability of each potential site, to selecting 
a preferred site and to obtaining approvals for the construction 
stage at a preferred site. 

- For the selected site, postclosure assessments would continue, 
incorporating the growing volume of detailed site-specific infor- 
mation that would be obtained during the construction, operation, 
decommissioning and extended monitoring stages. Results from 
postclosure assessments would play a role in each stage; for 
example, identifying design and operational constraints that 
would be effective and appropriate during construction. Results 
from the postclosure assessments would also contribute to the 
eventual decision to close the facility. 

On the basis of information available for the reference disposal system, 
the application of the postclosure assessment described herein is approxi- 
mately equivalent to interim investigations that would be conducted during 
the evaluation of one potential site. In particular, our assessment cor- 
responds to what could be done at a time when there was substantial infor- 
mation from studies on the surface and in exploration boreholes, but when 
no exploratory excavation had been done. Thus it demonstrates how the 
postclosure assessment methodology could be used when deciding whether or 
not to begin exploratory excavation at a preferred disposal site. 



1.1.3 Readers of This Report 

The material in this document is technical in nature. The authors assume 
that the reader has a general knowledge of physics, chemistry, biology and 
mathematics. Condensed and less technical overviews of the post:closure 
assessment and results may be found in the 

- Environmental Impact Statement on the Concept for Disposal of Canada's Nuclear Fuel Waste 
(AECL 1994a), and 

- Summary of the Environmental Impact Statement on the Concept for Disposal oj'Canada's 
Nuclear Fuel Waste ( AECL 19 9 4 b ) . 

We have included extended captions with most of the figures, so that a 
reader might more quickly review different parts of the report by examining 
Lhe figures. The main text accompanying each figure provides more details. 

1.1.4 Orsanization of This Report 

We have organized this report as follows: 

- In the following sections of this chapter, we outline the general 
goals and scope of the postclosure assessment. We the.n describe 
the relevant regulatory requirements and indicate the manner of 
compliance for our assessment of the reference disposal system. 

- Chapter 2 describes the method developed to estimate the post- 
closure impacts of the deep underground disposal of Canada's 
n~~clear f11e3 waste. We describe its application for the refer- 
ence disposal system in the remainder of the report. 

- In the next three chapters, we describe three major activities 
that precede the evaluation of impacts. In Chapter 3, we 
describe the system to be evaluated; in Chapter 4, we identify 
the important features of the system; and in Chapter 5, we 
specify a s y s t e m  lrlodel and associated data required for the 
assessment. 

- In Chapter 6, we discuss the quantitative results from the post- 

closure assessment of the reference disposal system. These 
results describe the estimated impacts for the first lo4 a fol- 
lowing closure of the hypothetical disposal facility. 

- Chapter 7 presents reasoned arguments that examine estimated 
impacts from the reference disposal system for times beyond lo4 a 
.Cullowirlg closure. More general arguments are supplied in the 
EIS (AECL 1994a). 

- In Chapter 8,  we discuss the conclusions of the assessment. We 

also provide comments related to future assessments of a real 
disposal system. 



The appendices provide more technical detail on the following special 
topics : 

- Appendix A describes the tools used to prepare the quantitative 
estimates of impact for postclosure assessment. 

- Appendix B gives information on the quality assurance measures 
that were applied to the development of computer models and 
software . 

- Appendix C discusses three Atomic Energy Control Board (AECB) 
Regulatory Documents: R-71 (AECB 1985), R-104 (AECB 1987a) and 
R-72 (AECB 1987b), which contain important regulations, guide- 
lines and criteria pertaining to the disposal of nuclear fuel 
waste. 

- Appendices D to F present more details of the underlying 
analyses. 

Additional information may be found in the references listed at the end of 
this document. Three references are especially important because they 
describe the underlying support for the models and data used in this post- 
closure assessment. They are the primary references for the vault model 
(Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) and the 
biosphere model (Davis et al. 1993). 

A comparison with the waste management programs of other countries helps to 
put the concept for disposal of Canada's nuclear fuel waste assessment pro- 
gram into perspective. Of particular interest are the programs of Sweden 
(SKBF/KBS 1983, SKB 1992), Switzerland (NAGRA 1985), Germany (Storck 1989, 
Buhmann et al. 1991), the United States (Eslinger et al. 1989), Belgium 
(Bonne and Marivoet 1989) and the Commission of the European Communities 
(PAGIS 1988). Most of these programs have recently published assessments 
of deep geological disposal of nuclear fuel waste. 

Among these programs, these are differences in the details of the approach 
to the development and assessment of a disposal concept. These differences 
include the choice of analytical methods and the performance and safety 
criteria, guidelines and standards. The exchange of ideas and critical 
reviews among the various assessment teams has contributed significantly to 
the quality of all their assessments, including the assessment work sum- 
marized in this report. 

Other types of cooperation have also been valuable, such as the exchange of 
data, computer code comparisons, and cooperative experimental programs. 
Examples of the latter programs are those presently under way at the 
Underground Research Laboratory (URL) near the Whiteshell Laboratories (WL) 
in Canada and at the former iron mine in Stripa, Sweden. As well, inter- 
national information exchange projects have been instituted in several 
technical fields, such as groundwater and radionuclide chemistry, the 
health effects of radionuclides, and the techniques of performance and 
safety assessment. 



1.2 OBJECTIVES OF THE POSTCLOSURE ASSESSMENT 

The principal objectives of the postclosure assessment case study are 

1. to develop and document a method for estimating and evaluating 
the long-term effects and safety of a facility for the disposal 
of Canada's nuclear fuel waste; and 

2. to demonstrate the utility of the method by applying it to the 
reference disposal system, a hypothetical implementation of the 
concept. 

The method we have developed is based on a risk assessment methodology. The 
Canadian Standards Association (CSA) provides the following definitions: 

Risk assessment [is] the process of risk aualysis dud. 
risk evaluation. 

Risk analysis [is] the use of available information to 
estimate the risk to individuals or populations . . . . 
Risk analysis is a structured process that attempts to 
identify both the extent and likelihood of consequences 
associated with [technological] hazards. 

Risk evaluation [is] the stage at which values and 
judgments enter the decision process, explicitly or 
implicitly, by including consideration of the impor- 
tance of estimated risks . . . . 

Risk [is] a measure of the probability and severity of 
an adverse effect to health, property, or the environ- 
ment. Risk is often estimated by the mathematical 
expectatfon of the consequence of an adverse effect 
occurring (i.e., the product of probability x conse- 
quence) (CSA 1991). 

The CSA also notes that the "various life cycle phases" of risk analysis 
include the "Concept and Definition/Design and Development Phase" (CSA 
1991). Our study of the reference disposal system has specific objectives 
corresponding to this phase (Figure 1-1): 

- to identify possible long-term environmental and safety effects, 
notably the radiation dose to members of the critical group, and 
to estimate the magnitudes of the impacts; 

- to compare the magnitudes of these effects with safety criteria, 
regulations and guidelines established by regulatory agencies in 
Canada, such as the radiological risk criterion set forth by the 
AECB (AECB 1987a); and 

to conduct sensitivity analyses to identify factors and derived 
constraints that could have an important influence on t.he 
estimated annual radiation dose to members of the critical group. 



FIGURE 1-1: Objectives of the Postclosure Assessment 

The first objective is to develop and document a method for estimating and evaluating the long-term 
effects and safety of a facility for the disposal of Canada's nuclear fuel waste. The second objective 
is to demonstrate the application of the method; we do so for an assessment of a hypothetical 
implementation of the concept, called the reference disposal system in this document. Specific 
objectives of the application are to identify and estimate possible impacts, including radiation and 
chemical toxicity effects; to compare these impacts with environmental safety criteria, regulations and 
guidelines; and to perform sensitivity analyses to identify important features of the system. 

A factor is any feature, event, or process that could influence the per- 
formance of any component of the disposal system. Derived constraints 
include possible restrictions or modifications that, if applied to the 
reference disposal system, would increase the margin of safety. (Other 
derived constraints may contribute to the selection of a real disposal site 
and to the optimization of a real disposal system.) 

In the following notes, we outline some key points that pertain to the 
definition of risk and how it is estimated. Further discussion is provided 
in Chapter 2 and Appendix C. 



- There is no widespread agreement on the meaning and definition of 
risk, nor on the conversion of small dose rates to risk (see 
Wynne (1989), Garrick (1989) and Harris (1992)). Although the 
mathematical definition is unambiguous, the term "risk" has 
different connotations to different people. For example, Morgan 
(1993) notes that "risk space" includes human perceptions on the 
hazard's "dreadfulness" and how well the hazard is understood. 

Thus where possible, we provide in this assessment more funda- 
mental end points or impacts, such as the radiation dose to the 
most exposed group of people and concentrations of contaminants 
in t h e  soil, water and air in the local habit-at of the critical 
group. (Contaminants include both radioactive and nonradioactive 
nuclides from the nuclear fuel waste.) This is the case for the 
high-probability scenarios. We also evaluate scenarios that have 
very small probabilities of occurrence and large estimates of 
radiation dose. For these low-probability large-consequence 
cases, it can be misleading to consider only the estimated conse- 
quences, and we use estimates of risk to put into perspective the 
expected detriment associated with these scenarios. 

- We calculate the total radiological risk from all significant 
scenarios using the risk equation prescribed by the AECB, because 
the main AECB criterion is expressed as a radiological risk limit 
(AECB 1987a). For most chemically toxic contaminants of inter- 
est, data arc generally not available to permit calculation of 
risk. Thus we report estimated concentrations for chemically 
toxic contaminants and compare these concentrations with regula- 
tory guidelines and other criteria. 

- Our analysis is focussed on the estimation of the radiation dose 
(followed by calculation of radiological risk) to human individ- 
uals and not to human populations. This approach follows requla- 
tory requirements established by the AECB, which also specify 
that the human individuals are members of the "critical group," a 
hypothetical "group of people that is assumed to be located at a 
time and place where the risks are likely to be the greatest, 
irrespective of national boundaries" (AECB 1987a). 

- Our esLirnates of risk use the product of probability and. conse- 
quence, where probability refers to the probability of a sce- 
nario, and consequence refers to a serious health effect caused 
by exposure to ionizing radiation (CSA 1991, AECB 1987a). In our 
scenario analysis (Chapter 4 ) ,  we have identified three types of 
scenarios that could make a significant contribution to the risk 
for times up to lo4 a. All three types of scenarios are analyzed 
quantitatively for times up to lo4 a in Chapter 6, to estimate 
their contributions to the radiological risk. 

- Our analysis of the high-pr~habili~y scenarins 11ses a probabil- 
istic approach, referred to as systems variabilfty analysfs 
(Dormuth and Quick 1980), which is a method of probabilistic risk 
(or safety) assessment (ERL 1985, Saltelli 1989, Garrick 1989, 



Goodwin 1989). Systems variability analysis provides a compre- 
hensive and systematic method for dealing with ~~ncertainties in 
the estimation of consequences (Sections 2.1 and A . 3 ) .  

The overall objectives of the postclosure assessment and the specific 
objectives of its application to the reference disposal system are similar 
to those of other environmental and safety impact statements. However, it 
must be noted that the assessment is applied to a hypothetical disposal 
system and not to a specific project. Thus the results of the study should 
be appropriately qualified. 

There is a second important qualification: this postclosure assessment of 
the reference disposal system is based on information that would typically 
derive from an interim study of one potential site during the site evalua- 
tion substage but prior to exploratory excavation. Thus the results of the 
study would contribute to a decision on whether more detailed investiga- 
tions of the potential site should be performed. Additional postclosure 
assessments using the more detailed information would contribute to deci- 
sions made in subsequent stages. 

The concept for the disposal of Canada's nuclear fuel waste involves deep 
underground burial in plutonic rock u1 the Canadian Shield (AECL 1 9 9 4 a ) .  A 
series of engineered barriers and natural barriers would be used to immo- 
bilize and isolate the waste so as to protect human health and the 
environment. 

Figure 1-2 illustrates the main features of the concept. It shows a dis- 
posal vault located at depth in a host rock. During operations, a surface 
facility connects with the vault through a set of access and ventilation 
shafts. The concept has the following main features: 

- the waste would be either used CANDU fuel or solidified highly 
radioactive reprocessing waste; 

- the waste would be sealed in a container designed to last at 
least 500 a and possibly much longer; 

the containers of waste would be emplaced in rooms in a disposal 
vault or in boreholes drilled rrom the rooms: 

the vault would be nominally 500 to 100 m deep; 

the geologic medium would be plutonic rock of the Canadian 
Shield; 

- the waste containers would be separated from the rock by a buffer 
material; 

- each room would be sealed with backfill and other vault sealing 
materials; and 



Schematic Representation 
of Engineered Barriers I 

FIGURE 1-2: The Concept for Geological Disposal of Canada's Nuclear Fuel 
Waste 

The concept is based on a system of multiple man-made and natural barriers to isolate the waste 
from the surface environment. The system should be passively safe for thousands of years. 



all tunnels, shafts, and exploration boreholes would ultimately 
be sealed such that the system would be passively safe, that is, 
long-term safety would not depend on institutional controls. 

The concept is described in the EIS (AECL 1994a,b) and the engineered bar- 
riers alternatives and design options are described in two of the primary 
references (Johnson et al. 1994a, Simmons and Baumgartner 1994). 

Terms of Reference for the Postclosure Assessment 

The postclosure assessment is concerned with the potential long-term envi- 
ronmental and safety impacts of this concept. The assessment covers the 
period that starts from the time when the disposal facility would have been 
decommissioned and permanently closed and extends thousands of years into 
the future. 

The features of the concept relevant to the postclosure assessment, there- 
fore, concern the long-term behaviour of the waste after the vault rooms 
would have been filled, the tunnels and shafts would have been sealed, and 
the surface facilities would have been removed. 

The postclosure assessment is also concerned with the entire disposal sys- 
tem. The disposal system consists of the disposal vault and the surround- 
ing geosphere (host rock) and biosphere that might be affected by the 
presence of the disposal vault. 

For the postclosure assessment, we assume that short-duration transients 
that might follow upon the closure of the vault have ceased and that these 
transients would not affect the long-term safety of the disposal system. 
For example, during construction and operation of the disposal vault, some 
of the surrounding rock will become unsaturated. We assume in the post- 
closure assessment that the flooding of the vault is complete, so that 
saturated conditions have been established within the vault and reestab- 
lished within the surrounding rock. A discussion of short-term transients 
is provided in the primary references for the vault model (Johnson et al. 
1994b) and the geosphere model (Davison et al. 1994b). 

Overview of the Reference Disvosal Svstem 

The concept describes a disposal facility that could potentially be located 
somewhere on the Canadian Shield (Figure 1-3). We demonstrate this method 
for a hypothetical or illustrative disposal system, referred to as the 
reference disposal system. The reference disposal system generally con- 
forms to the characteristics of the concept, except that specific choices 
must be made for the various components of the system. For example, the 
reference disposal system studied in this postclosure assessment comprises 
a vault, a geosphere and a biosphere, and we have made the following 
assumptions. 

The reference vault includes used CANDU fuel bundles, encapsulated in thin- 
walled titanium containers packed with particulate material for mechanical 
support, emplaced in boreholes surrounded by a sand-bentonite mixture, in 



FIGURE 1-3: The Canadian Shield and an Artist's Illustration of a Typical 
Shield Area 

A typical area on the Shield has numerous lakes and rivers with rocky islands and shores. The thin 
layers of soil host a diversity of plants, such as evergreens and deciduous trees. The Shield is 
inhabited by people in many widely distributed communities and by a variety of wildlife. 



the floor of rooms filled with a backfill of crushed granite and glacial 
lake clay, and sealed with concrete bulkheads (Johnson et al. 1994b). We 
assume the vault is located at its minimum nominal depth or 500 m. We also 
assume the mass of the waste is 162 000 Mg U, although a larger value, 
191 000 Mg U, is cited in the primary reference for the conceptual design 
(Simmons and Baumgartner 1994). The smaller mass used in the reference 
vault follows from a particular option we chose during the development of 
derived constraints, described in Section 6.2. We provide more details on 
the reference vault in the description of its associated model and data 
(Section 5.2). 

The reference geosphere consists of the host rock format ion, its groundwater 
flow system, the materials used to seal the shafts and exploration bore- 
holes, and a well used to supply water (Davison et al. 1994b). The geo- 
logical characteristics of the reference geosphere are derived using data 
from AECLfs studies in the Whiteshell Research Area (WRA), near Lac du 
Bonnet, Manitoba. This WRA is on the edge of the Canadian Shield and has 
many features in common with sites elsewhere on the Shield. The WRA 
includes a large portion of the Lac du Bonnet batholith, a large granitic 
rock body several kilometres deep with an exposed surface over 60 km long 
and 20 km across at its widest part. The batholith, the surrounding rocks 
and the interfaces between them have been the subject of extensive field 
investigation for more than a decade. A large volume of detailed 
information about the geology has developed from studies used to locate and 
construct an Underground Research Laboratory in the WRA. We provide more 
details on the reference geosphere in the description of its associated 
model and data (Section 5.4). 

The referencebiosphere consists of the surface and near-surface environment, 
including the water, soil, air, people and other organisms (Davis et al. 
1993). Information from the WRA is used to characterize details such as 
the location of water bodies and discharge areas of groundwater that might 
have passed through or near the reference vault. Other, more general 
information is assumed to be typical of the Canadian Shield, consisting of 
rocky outcrops; bottom lands with pockets of soil, marshes, bogs and lakes; 
and uplands with meadows, bush and forests. Changes in climate, surface 
water flow patterns, soils and vegetation types are expected to be within 
the range of variation currently observed on the shield and included in the 
reference biosphere. We provide more details on the reference biosphere in 
the description of its associated model and data (Section 5.6). 

Overview of the Postclosure Assessment Avvroach 

For quantitative estimates of effects, the postclosure assessment makes use 
of a mathematical simulation approach. Simulations are used to describe 
the movement of contaminants through the disposal system and to provide 
estimates of subsequent effects. 

The mathematical models and associated data are chosen to represent all 
features, events and processes that we believe, on the basis of current 
knowledge and understanding, are important to the postclosure assessment of 
the reference disposal system. The primary reference for the vault model 



(Johnson et al. 1994b) identifies the factors that could affect the long- 
term performance of the reference vault and justifies of the models and 
data used to represent important factors. Similarly, the models and data 
describing the geosphere and biosphere of the reference disposal system are 
documented in the primary references for the geosphere model (Davison et 
al. 1994b) and the biosphere model (Davis et al. 1993). 

The models and data used to assess the high-probability  scenario,^ (called 
the SYVAC scenarios in Chapter 4) are implemented by a computer code known 
as SYVAC3-CC3. (SYVAC3-CC3 is an acronym for &stems Yariabi1it:y Analysis 
Code, generation 3, using models for the Canadian Concept, version 3, for - 
the disposal of Canada's nuclear waste; it is described in Section A.3 of 
Appendix A). This computer code follows an approach known as systems 
variability analysis and was developed to take into account the uncertainty 
(including temporal and spatial variability) in the parameters used by the 
models. 

The postclosure assessment provides quantitative estimates of effects for 
times up to lo4 a, to meet the regulatory requirements outlined in 
Section 1.4. Simulations are also carried out for times up to 105 a. 
Results from these extended simulations, along with further analyses based 
on the geological record and scientific principles, provide qualitative 
estimates of effects over longer time frames. 

Chapter 2 provides more information on the postclosure assessment method; 
Chapters 3 to 8 describe its application to the reference disposal system. 

1.3.5 Application to a Real Disposal Facilitv 

AECL Research has developed a postclosure assessment method and applied it 
to a study of the reference disposal system. Although this disposal system 
is hypothetical, it is based on real data and assumptions that are either 
realistic or conservative. 

We believe that this generic method could be used to assess an actual dis- 
posal system located at some specific site on the Canadian Shield. The 
method is relatively flexible. We show, for example, that the collective 
and individual knowledge of a multidisciplinary group of experts can be 
successfully integrated into the assessment; that interim postclosurc 
assessments can contribute to the optimization of a disposal design; that 
major sources of data uncertainty can be taken into account; and that the 
assessment results can be readily updated to include new research 
information. 

1.4 ENVIRONMENTAL CRITERIA, GUIDELINES AND STANDARDS 

One specific objective of the postclosure assessment is to compart? esti- 
mated environmental impacts with criteria, guidelines and standards set 
forth hy regulatory agencies. This section reviews the criteria, guide- 
lines and standards that would apply to a nuclear fuel waste disposal 
facility in Canada and indicates where they are used in this report. 



Sections 1.4.1 and 1.4.2 examine the protection of human health from radio- 
active and chemically toxic contaminants that miqht be released from a dis- 
posal vault in the postclosure phase. Section 1.4.3 deals with protection 
of the environment. 

1.4.1 P p i n m ntaminan 

In Canada, the AECB is responsible for criteria, guidelines and standards 
that apply specifically to the operation of nuclear facilities. Three AECB 
regulatory documents apply to the postclosure assessment, namely R-71 
(AECB 1985), R-104 (AECB 1987a) and R-72 (AECB 1987b). Their contents are 
summarized in Figure 1-4 and in the following text (Appendix C provides 
more details). 

The general requirement in Regulatory Document R-104 (AECB 1987a) is 
related to radiation dose to individuals in the critical group (this group 
is defined below). We believe this focus is fitting and note that a 
similar conclusion has international support: 

Individual dose or risk limits were generally regarded 
as more appropriate for determination of the long-term 
acceptability of high-level waste disposal practices 
than collective dose or risk limits, which should be 
used mainly as a comparison tool for discussion of 
vault design alternatives (NEA 1991). 

Current Canadian regulatory policy is based on the 1977 recommendations of 
the International Commission on Radiological Protection (ICRP) (ICRP 1977). 
In 1990, the ICRP revised its recommendations (ICRP 1991). Section E.2 in 
Appendix E discusses the implications that the new ICRP recommendations 
have for the results and conclusions of this postclosure assessment. 

The AECB Regulatory Document R-71 defines general requirements for a geo- 
logical disposal system, specific requirements for the concept assessment 
and its documentation, and specific requirements for the analysis and pre- 
dictive modelling of the performance of the disposal system. For example, 
R-71 requires that the postclosure assessment include 

- estimates of annual effective dose equivalent, and 

- evaluation of the significance of inadvertent human intrusion 
into the vault. 

Chapter 6 describes estimates of annual effective dose equivalent to humans 
that are attributable to the contaminants placed in the disposal vault. In 
this report, we. use the abbreviation "annual dose1' to represent the annual 
effective dose equivalent, and we report it in units of sieverts per year 
(sv/a 1 . 



AECB Regulatory Document R-71 defines 

The general requirements for an acceptable disposal facility, 
for the assessment of the concept and for the analysis and 
predictive modelling of potential impacts. 

A specific requirement calling for estimates of annual effective 
dose equivalent and requiring that the probability of doses be 
Msmall." 

AECB Regulatory Document R-72 describes 

The geological considerations for siting an underground dis- 
posal facility for high-level waste. 

Some properties that should be accounted for in the post- 
closure assessment. 

AECB Regulatory Document R-104 presents 

The quantitative criteria for judging the acceptability of a dis- 
posal facility and guidelines for preparing the postclosure 
assessment. 

A specific criterion stating that the radiolo ical risk to the most B exposed individuals must be less than 10- health effects in a 
year. 

Application guidelines, such as the need to prepare quanti- 
tative estimates to 10 000 years following closure, with 
reasoned arguments for longer times. 

F I G U R E  1-4: The Atomic Energy Control Board Regulatory Requirements 



Annual dose [to humans] represents the sum, over one 
year, of the effective dose equivalent resulting from 
external exposure and the 50-year committed effective 
dose equivalent from that year's intake of radio- 
nuclides (Davis et al. 1993). Thus annual dose deter- 
mines the estimated biological consequences of internal 
and external exposures, with corrections accounting for 
the effectiveness of different types of radiation in 
causing biological damage and the radiosensitivity of 
different body organs. In addition, the term "50-year 
committed" means that internal exposure includes the 
dose received during the current year plus the dose 
that would be received over the next 49 years from 
those radionuclides that may remain in the human body. 

Annual dose is calculated for a member ot the critical group, a hypotheti- 
cal group of individuals expected to receive the largest impacts from a 
disposal system. 

Chapter 6 also evaluates the potential impacts associated with inadvertent 
human intrusion. 

The AECB Regulatory Document R-72 is oriented toward considerations for 
siting a disposal facility. It describes the general characteristics of a 
disposal facility in terms of fundamental objectives and requirements, 
including the use of engineered and natural barriers to 

- isolate and retain radioactive contaminants, 

- restrict their movement from the disposal vault, and 

- restrict human access to the waste. 

The AECB Regulatory Document R-72 notes that the system must be "capable of 
accommodating disturbances due to natural phenomena likely to occur in the 
vicinity of the vault" and that the "disposal should be passive; that is, 
it should be designed to minimize the obligation imposed on future genera- 
tions to oversee the continued safe isolation of the waste." (AECB 1987b). 

We deal with these issues as follows 

- Section 6.4 (and elsewhere in Chapter 6) provides a quantitative 
description of the effectiveness of engineered and natural 
barriers in isolating and retaining contaminants and in 
restricting the movement of contaminants that may escape from the 
disposal vault. 

- Chapter 8 presents an overall summary of the effectiveness of the 
disposal system in restricting human access to the waste, based 
on the detailed evaluations in Chapters 6 and 7. 



Chapters 4, 6 and 7 discuss the ability of the disposal system to 
accommodate disturbances and to operate in a passive mode. More 
details are provided in the EIS (AECL 1994a) and in the primary 
references for the geosphere model (Davison et al. 19!34b), site 
screening (Davison et al. 1994a), the vault model (Johnson et al. 
1994b), the biosphere model (Davis et al. 1993), the engineered 
barriers (Johnson et al. 1994a) and the conceptual design 
(Simmons and Baumgartner 1994)). 

Resulatorv Document R-104 (AECB 1987al 

The AECB Regulatory Document R-104 presents three basic requirements: mini- 
mize the burden on future generations, implement a disposal option "in a 
manner such that there are no predicted future impacts on the environment 
that would not be currently accepted and such that the future use of 
natural resources is not prevented," and protect human health (AECB 1987a). 
This third requirement contains a quantitative criterion for the post- 
closure phase: 

The predicted radiological risk to individuals from a 
waste disposal facility shall not exceed lom6 fatal 
cancers and serious genetic effects in a year, calcu- 
lated without taking advantage of long-term institu- 
tional controls as a safety feature. 

. . . risk is defined as the probability that a fatal 
cancer or serious genetic effect will occur to an 
individual or his or her descendants. Risk, when 
defined in this way, is the sum over all significant 
scenarios of the products of the probability of the 
scenario, the magnitude of the resultant dose and the 
probability of the health effect per unit dose. 

. . . a risk of in a year is the risk associated 
with a dose of 0.05 mSv in a year (AECB 1987a). 

This associated annual dose (0.05 mSv/a) also corresponds to the & minimus 
dose of radiation to individuals (AECB 1989). 

The AECB Regulatory Document R-104 additionally provides four guidelines 
that pertain to the postclosure assessment. 

Guideline 1 - Identifying the Individual of Concern 

The individual risk requirements in the long term shou1.d 
be applied to a group of people that is assumed to be 
located at a time and place where the risks are likely 
to be the greatest, irrespective of national boundaries 
[Guideline 5.1 (AECB 1987a)l. 



Guideline 2 - Probabilities of Exposure Scenarios 

The probabilities of exposure scenarios should be 
assigned numerical values either on the basis of 
relative frequency of occurrence or through best 
estimates and engineering judgments [Guideline 5.2 
(AECB 1987a) 1 . 

Guideline 3 - Timescale of Concern 

The period for demonstrating compliance with the indi- 
vidual risk requirements using predictive mathematical 
models need not exceed 10,000 years. Where predicted 
risks do not peak before 10,000 years, there must be 
reasoned arguments leading to the conclusion that beyond 
10,000 years the rate of radionuclide release to the 
environment will not suddenly and dramatically increase, 
. . . acute radiological risks will not be encountered 
by individuals . . . and major impacts will not be 
imposed on the biosphere [Guideline 5.3 (AECB 1987a)l. 

Guideline 4 - Output from Predictive Modelling 

Calculations of individual risks should be made by using 
the risk conversion factor of 2 x per sievert and 
the probability of the exposure scenario with either: 

(a) the annual individual dose calculated as the 
output from deterministic pathways analysis; or 

(b) the arithmetic mean value of annual individual 
dose from the distribution of individual doses in 
a year calculated as the output from probabilis- 
tic analysis [Guideline 5.4 (AECB 1987a)l. 

The postclosure assessment of the reference disposal system includes an 
estimate of the radiological risk that complies with these four guidelines. 

Much of our analysis is focussed on estimates of a variable that is measur- 
able: annual dose to members of the critical group. We then use these 
estimates to calculate the radiological risk, using the prescribed 
equation : 

Risk = C pi di k 
i 

where the summation extends over all significant scenarios and where 

pi is the probability of occurrence of scenario i (Guideline 2); 

di is the annual dose (annual effective dose equivalent in Sv/a), 
as specified fn R-71, to an fndivfdual in the critical group 
(Guideline 1) and is the estfmate for scenario 1; and 



k is the risk conversion factor, a constant whose numerical value 
is 2 x serious health effects per sievert (Guideline 4). 

The unit of risk is probability of serious health effects in a lifetime per 
year of exposure. 

In considering the requirements of R-104, we note the following points. 

- Guideline 4 allows that calculations of risk can be made using a 
single estimate of annual dose, following deterministic pathways 
analysis or using many estimates of annual dose, following proba- 
bilistic pathways analysis. If a probabilistic analysis is fol- 
lowed, di in Equation 1.1 should be the arithmetic average of the 
estimated annual dose. 

Although our analysis provides both a single estimate and an 
arithmetic average (from many estimates) of annual dose, we 
consider the latter to be more informative for the decision- 
making process. Probabilistic analysis includes the effects of 
parameter uncertainty and variability, and we show in 
Section 6.5.1 that uncertainty has significant effects on the 
results of the postclosure assessment of the reference disposal 
system. 

- Guideline 1 describes the general characteristics of the individ- 
uals of concern who make up the critical group. We have defined 
the behaviour of these individuals such that they wou1.d be 
exposed to the greatest risk. For example, we assume that the 
individuals spend their entire lives in an area where they would 
be exposed to the groundwater potentially contaminated. by the 
disposal vault and that they obtain all their food, water, fuel 
and building materials from this area. Section 5.6 and the pri- 
mary reference for the biosphere model (Davis et al. 1993) pro- 
vide more details on the characteristics of the critical group. 

- From our analysis of exposure scenarios (Guideline 2), we iden- 
tify three types of scenarios that require quantitative evalua- 
tion for the postclosure assessment of the reference disposal 
system. Our analysis, discussed in Chapters 4 and 6, includes 
consideration of their probabilities of occurrence and their 
potential impacts. 

Finally we address Guideline 3 by providing quantitative esti- 
mates of annual dose and radiological risk to lo4 a following 
closure; our results are documented in Sections 6.5, 6.7 and 6.8. 
Because annual dose (and risk) does not peak in this time frame, 
we provide in Chapter 7 reasoned arguments describing critical 
aspects of the expected performance of the disposal system for 
times far beyond lo4 a. (More general arguments are presented in 
the EIS (AECL 1994a).) These results are also summarized in 
Section 8.2. 



1.4.2 p p r f xic Contaminant 

The AECB Regulatory Documents R-71 and R-104 (AECB 1985, 1987a) specify 
that environmental impacts must be assessed for both radioactive and non- 
radioactive contaminants released from the disposal facility. These docu- 
ments supply a risk criterion for radioactive contaminants buL IIU equiva- 
lent criteria for nonradioactive contaminants. 

For the postclosure assessment of the reference disposal system, we have 
taken into consideration Canadian regulations and guidelines currently 
available for contaminants in soil, water and air. Where no regulations 
and guidelines are available, we have developed guidelines that would 
ensure that impacts would not be overlooked. 

For example, for contaminant concentrations in water, we use the most 
stringent of the regulations ancl guidelines from these sources: Guidelinesfor 
Canadian Drinking Water Quality ( Health and We1 f are Canada 19 8 9 ) , Water Qualify 
Sourcebook (McNee 1 y e t a 1. 19 7 9 ) , and Metal Mining Liquid Efluents Regulations 
(Government of Canada 1978); we also examined regulations in the OntarioWater 
Resources Act (Government of Ontario 19 78 ) and in the Environmental Protection Act of 
Ontario(Government of Ontario 1980). These sources were used to determine 
the most restrictive guideline for each chemical element of concern. 

Where an element is QS& covered by a regulation or guideline, we assume a 
concentration guideline that is expected to have a large margin of safety. 
The assumed limit IS based on information such as concentrations found in 
nominally uncontaminated groundwaters of the Canadian Shield, toxicity data 
for ingestion, and arguments based on chemical analogy (Goodwin and Mehta 
1994). 

The postclosure assessment of the reference disposal system provides esti- 
mated concentrations of contaminants in air, water and soil in the local 
habitat of the critical group for comparison with regulations and guide- 
lines. We calculate and report (in Section 6 . 5 . 3 )  the arithmetic averages 
of these concentrations, using results from the probabilistic pathways 
analysis. As in the case for the average annual dose, we consider the 
probabilistic pathways analysis to be more valuable for decision making 
because it includes the effects of parameter uncertainty. 

The regulations described in Sections 1.4.1 and 1.4.2 are mostly oriented 
toward protecting human health. However, R-104 (AECB 1987a) states that 
"there is also a need to provide adequate protection for the general envi- 
ronment from the impacts that might arise from either radioactive or non- 
radioactive contaminants" (AECB 1987a). The Environmental Rcvicw Panel has 
also highlighted a requirement for protection of the environment in its 
guidelines (EARP 1992). 

We have not identified any well-recognized criteria, standards or guide- 
lines that could be used to compare with our estimates of impact on the 
environment. Therefore, we have followed the methodology discussed by 



Amiro (1992a, 1993) and Davis et al. (1993), which conforms with similar 
studies on protection of the environment. We compare estimated concentra- 
tions of radioactive and nonradioactive contaminants with baseline concen- 
trations of the same contaminants that currently exist on the Canadian 
Shield. We assume that a contaminant from the disposal facility is envi- 
ronmeiltally acceptable iL iLs eslin~ated concentration falls within the 
variability of its background concentration in the natural environment. 

We use this t-est t-o identify contaminants that a r e  of p o t e n t i a l  concern f o r  
protection of the environment. We then evaluate the potential effects of 
these contaminants. Section 6.5.4 documents these results. 

Potential effects include estimates of dose to members of the critical 
group and to other organisms. In the postclosure assessment, we assume 
that the critical group inhabits the most contaminated parts of the envi- 
ronment. If the estimated annual dose to the critical group is small, then 
the annual doses to other species are also likely to be small. However, 
nonhuman organisms could be exposed to larger doses because of ecological 
differences and, for this reason, we also estimate radiation dose to repre- 
sentative nonhuman biota. Comparisons are made with available environ- 
mental baseline data from the Canadian Shield to evaluate the expected 
severity of the impacts to nonhuman biota. 

2. THE POSTCLOSURE ASSESSMENT APPROACH 

2.1 CONTENTS OF THIS CHAPTER 

In this chapter, we describe the postclosure assessment method developed to 
conform with the objectives, scope and regulatory requirements d.escribed in 
Chapter 1. 

Sections 2.2 to 2.5 describe the method used for the quantitative analysis. 
This method is then applied to an illustrative disposal system that we 
refer to as the reference disposal system. Results of the application, 
documented in Chapters 3 to 6, are focussed on the first lo4 a following 
closure of the reference disposal facility. 

Section 2.6 outlines the method used to analyze the system over longer time 
frames. The corresponding results for the reference disposal system are 
documented in Chapter 7. 

IMPORTANT REOUIREMENTS FOR THE ASSESSMENT APPROACH 

The following consideratio~ls have had a strurlg imflue~~ce on the tlevelopment 
of a quantitative method for the postclosure assessment: 

1 . The postclosure assessment must provide quantitative estimates of effects over long time ftames. 
The AECB requires quantitative estimates of impacts for lo4 a 
following closure of the disposal system and reasoned arguments 
covering the performance of the disposal system for times beyond 
lo4 a (AECB 1987a). 



2 . An acceptable disposal system must meet the AECB regulatory criterion of a small radiological 
risktohumanhealth. The AECB has set a general requirement on 
radiological risk to an individual of fatal cancers and 
serious genetic effects per year for times up to lo4 a 
(AECB 1987a). This risk is associated with an annual dose of 
5 x lo-' Sv/a (AECB 1987a). For comparison, radiation in the 
natural environment is typically about 3 x Sv/a (Neil 1988), 
or about SO times greater. Thus our quantitative analysis must 
be capable of estimating radiation doses that are much smaller 
than those that now exist from naturally occurring sources in the 
environment. 

3 . The CNFWMP is in the concept assessment stage, but we endeavour to use models and data that 
are as realistic as possible for the quantitative assessment. The assessment at this 
stage must deal with a concept, not an actual disposal facility 
at a particular site (AECL 1994a). Therefore, we must satisfy 
the requirement to prepare quantitative estimates of effects 
despite the necessity of basing the assessment on a disposal 
system that is still in the conceptual stage. Because an actual 
site and facility do not exist, we must make some assumptions for 
information not yet available and for options not yet chosen. 
There is an implied constraint in these assumptions: the 
performance of the disposal system is strongly dependent on its 
characteristics, and these characteristics should not be 
arbitrarily generated. Rather, the models and data must be 
internally consistent and based, to the extent possible, on real 
information from actual observations. 

4 . Wherr it is not possible to be realistic, we make simplifiing assumptions that lead to an 
overestimateofimpacts. The use of conservative models and data is 
appropriate because our primary goal is to show the disposal 
system meets established safety criteria, rather than to predict 
future behaviour. 

Because the disposal system is designed to protect humans and the environ- 
ment for tens of thousands of years, we cannot base the quantitative 
assessment on actual observations of it-s long-t-erm performance. Thus we 
use scientific arguments and simulations with mathematical models to infer 
the long-term behaviour of the disposal system and to estimate its poten- 
tial effects. These effects are discussed in Chapter 6, where we describe 
an application of the method to an assessment of the reference disposal 
system. 

Some features of this system are specified in detail; others must remain 
general. For example, we use a specific design and location for the hypo- 
thetical vault because our research indicates that a generic design and 
location would not provide useful and realistic results (Davison et al. 
1994b). On the other hand, we can assume a more general surface environ- 
ment and a range of characteristics of the affected human population (Davis 
et al, 1993, Zach and Sheppard 1992, Bird et al. 1992, Sheppard 1992). 



The postclosure assessment method is based on the six steps shown in 
Figure 2-1. An important element of the method, not explicitly shown in 
the figure, is the extensive feedback between all steps. That is, it may 
be necessary to modify the work carried out in an earlier step as a conse- 
quence of preliminary studies of a following step. We emphasize this point 
with an example. In the scenario analysis (step 2 ) ,  we identified gases, 
such as hydrogen, as possible agents that could enhance contaminant trans- 
port in the vault and geosphere. Subsequent consideration of available 
models and data (step 3) showed that there is little detailed information 
available on gas-induced transport. We addressed this issue by modifying 
the specifications of the reference disposal system (step 1) as follows: 

- Most of the hydrogen gas would be generated from corrosion of 
iron or steel separators included in the original container 
design. We subsequently assumed that the container design for 
the reference disposal system precluded the use of iron or steel. 
With this modification, Johnson et al. (199413) show that a gas 
phase could not occur for at least 2 x lo4 a. Thus there is no 
need to include any transport-induced effects caused by hydrogen 
gas in the quantitative modelling to lo4 a for the containers in 
the reference disposal system. (However, there is a need to 
consider possible effects for times beyond lo4 a. ) 

Section 6.2 describes another important example of feedback: a preliminary 
study (from steps 4 and 5) points to a modification of the layout of the 
vault (step 1) that greaLly E m p ~ u v e s  L h e  m a r g i n  of safety of the reference 
disposal system. 

In the remainder of t - h f s  sect-ion, we outline each of the six steps of the 
assessment method (Figure 2-1) and note where further details may be found. 

2.3.1 Svecifv Svstem Features 

In thefirst step of the study, we describe the reference disposal system to provide the basis for this postclosure 
assessment. 

The concept for disposal of Canada's nuclear fuel waste involves isolation 
of the waste in plutonic rock of the Canadian Shield. A complete descrip- 
tion of the concept, given in the EIS (AECL 1994a), allows many possible 
options and alternatives. However, the postclosure assessment of the 
reference disposal system is focussed on a specific design and a specific 
site. 

Chapter 3 summarizes the characteristics of the reference disposal system 
assessed in this report. Additional details are described elsewhere; for 
example, Section 5.4 describes the assumcd hydrogcology and Scction 6.2 
documents a preliminary analysis that affects the engineering design and 
layout of the reference disposal vault. 



F I G U R E  2 - 1 :  The S t e p s  i n  t h e  S imula t ion  Approach f o r  the  P o s t c l o s u r e  
Assessment 

In the first step, we specify the features of the system or case study to be evaluated in the postclosure 
assessment; for example, we stipulate the particular vault design and container material to be 
assessed from among the possible options. We then identify all scenarios warranting quantitative 
evaluation. In steps 3 and 4, we develop the models and data required to simulate the long-term 
behaviour of the disposal system and to estimcte potential impacts. We apply sensitivity analysis in 
step 5 to identify important elements that could affect safety and performance. In the last step, 
estimated impacts are compared with regulatory criteria, standards and guidelines. The results are 
then documented in the environmental impact statement. 

In applying this approach, there may be considerable feedback between steps. That is, the results 
and conclusions from one step may bring about some changes and decisions that require repetition of 
another. 

This figure also indicates that there is a strong interplay between the postclosure assessment and the 
supporting program for research and development, site characterization and monitoring. This 
interplay enters into all steps of the assessment approach. 



2.3.2 Identifv Scenarios 

In step 2, we systematically identify all factors that could significantly afSect thefuture perforniance of the 
disposal system. 

Factors rnay be classified ds IedLures, everlLs drld processes; excln~ples 
include features such as the presence of fracture zones in the rock sur- 
rounding the disposal vault, events such as glaciation and earthquakes, and 
p r o c e s s p s  4 u ~ h  a s  c o n t a i n e r  corrosion m ~ c h a n i q m s  a n d  t h e  d i f f l ~ q i o n  o f  con- 
taminants in groundwater. 

We then decide how these factors should be taken into account in the 
postclosue assessment. Two time frames are considered, in keeping with the 
requirements of the AECB (1987a). 

- Many factors require quantitative evaluation because they could 
affect estimates of impacts for times up to lo4 a following 
closure of the disposal system. 

- Some additional factors require evaluation using reasoned argu- 
ments because they may have significant effects for times beyond 
104 a. 

Some factors would not have significant effects on either time-scale. One 
example is the possible assembly of a critical mass of fissile material in 
the disposal vault, leading Lo a self-sustaining fission reaction. McCamis 
(1992) concludes that the occurrence of this process is not credible, and 
thus it does not require further consideration in the postclosure assess- 
ment. We document why all such factors are not considered further. 

Factors that require quantitative evaluation are assembled into scenarios 
that describe possible future states and behaviour of the disposal system. 
We then evaluate these scenarios and estimate their impacts. For the 
reference disposal system, we conclude that quantitative evaluation is 
required for three types of scenarios for times up to lo4 a. 

- The first type of scenarios involves groundwater-mediated pro- 
cesses that are expected to occur: corrosion of the containers, 
release of contaminants from the nuclear fuel waste, movement of 
contaminants through the vault seals and surrounding rock by 
diffusion and by transport in slowly moving groundwater, and 
eventual discharge of contaminants at the surface where they may 
result in environmental impacts. We refer to these scenarios as 
the SYVAC scenarios because their potential impacts are evaluated 
using simulations with the mathematical models contained within 
the computer code SYVAC3-CC3 (see Section A.3 of Appendix A). 

- The second type of scenarios requiring evaluation is called the 
open-borehole scenarios. These scenarios describe a situation 
for the reference disposal system in which one or more open 
boreholes pass close to a vault room containing nuclear waste. 
Although this situation is expected to be unlikely, it could 
provide an important alternate pathway for the movement ot 
contaminants from the reference disposal vault to the biosphere. 



- The third type of scenarios is referred to as the inadvertent 
human intrusion scenarios. These scenarios describe a s i t u a t i o n  
in which there is a major disruption of the integrity of the 
reference disposal system. We assume in our studies that these 
scenarios are initiated by an activity such as a drilling 
operation which leads to the direct removal of nuclear waste from 
the reference disposal vault and dispersion of this waste in the 
biosphere. 

Most of the factors in these scenarios also require evaluation for times 
beyond lo4 a, together with some additional factors that could be signif- 
icant over very long time-scales. 

The results of scenario analysis for the reference disposal system are 
described further in Chapter 4. (Details of the methodology for scenario 
analysis are given by Goodwin et al. (1994) and are summarized in 
Section A.2 of Appendix A.) It should be noted that the scenario analysis 
described in this document applies only to the reference disposal system. 
Similar analyses would be required for different designs and geological 
settings. 

In step 3, we assimilate all relevant information and data that would apply to the long-term safety of the 
reference disposal system, and then construct mathematical descriptions (models) for use in preparing 
conservative estimares of impacr. 

We relate observations to underlying knowledge and understanding, and then 
we represent this understanding using mathematical models. These models 
represent the factors identified as important for each of the scenarios 
requiring quantitative evaluation and provide the basis to evaluate future 
behaviour. 

Although the reference disposal system is hypothetical, its performance is 
highly sensitive to the site and design characteristics. We have, there- 
fure, based u u r  models on redl vbservdLivrls drlcl ddtd whenever possible. In 
developing the models and data for the SYVAC scenarios, we have assumed 
that many characteristics of the reference disposal system conform with 
observations and information from the WRA. In particular, the model 
describing the geosphere includes the consistent set of information and 
data that were available in 1985 on geological and hydrological features of 
the WRA. The hypothetical reference disposal system also includes a number 
of other assumptions, such as the depth and dimensions of the disposal 
vault, the properties of the metallic containers enclosing the waste, and 
the characteristics of the human population expected to be most at risk. 

The models contain parameters that characterize the important features of 
the reference disposal system. The values selected for the parameters are 
a reflection of the scientific literature and our observations and measure- 
ments from field and laboratory studies. Figure 2-2 illustrates some of 



FIGURE 2-2: Features and Processes Used in the Development of i3 Model 

This diagram illustrates features and processes relating to the transport of contaminants into and 
within a lake. The arrows show mechanisms that may affect the movement of contaminants into or 
out of the body of water; these mechanisms are described using mathematical equations and several 
related parameters. For example, "discharge to lake" describes the flow of contaminants into the 
surface water body from contaminated groundwater. This discharge is modelled using a mass 
balance equation and parameters that give the rate at which groundwater enters the lake, 
concentrations of contaminants in that groundwater, and characteristics of the lake sediment layers 
affecting contaminant retention. 

the features and processes in the system that are represented by t.he para- 
meters in the biosphere model for the SYVAC scenarios. In many cases, it 
is not possible to provide precise values tor a parameter; consequently, we 
allow for ranges of possible parameter values that can be used by the 
models. 

In constructing these models (and specifying associated data), our goal has 
been to provide a realistic and quantitative description of the expected 
behaviour of all parts of the disposal system. This has not always been 
practical or feasible: in some instances there may be insufficient infor- 
matfon, and in other instances it may be desirable to condense detailed 



research models and data. In these cases, we have introduced conservative 
assumptions whose overall effect is to overestimate impacts. That is, the 
models and data, and the associated set of conservative assumptions, are 
designed to simulate the movement of contaminants in the reference disposal 
system in such a way that the study would not underestimate the expected 
impacts. 

We outline in Chapter 5 the models and data used to simulate the reference 
disposal system for the SYVAC scenarios. More details are provided in the 
primary references for the vault model (Johnson et al. 1994b), the geo- 
sphere model (Davison et al. 1994b) and the biosphere model (Davis et al. 
1993). Sections 6.7 and 6.8 summarize the models used with the open- 
borehole and inadvertent human intrusion scenarios. 

In step 4, we use the models and data to simulate the expected long-term behaviour of contaminants and to 
estimate the effects of the reference disposal system. 

Our analyses of the reference disposal system correspond to a risk analy- 
sis, as defined and discussed in Section 1.2: 

Risk analysis is a structured process that attempts to 
identify both the extent and likelihood of consequences 
associated with [technological] hazards (CSA 1991). 

Chapter 6 documents results for the analysis of the reference disposal 
system for the scenarios requiring evaluation. For the most part, our 
analyses are focussed on estimates of radiation dose and concentrations of 
contaminants in the environment. We then use these more fundamental and 
measurable quantities to calculate risk using the radiological risk 
equation (AECB 1987a). 

In our analyses of the SYVAC scenarios, we examine both a single simulation 
and many thousands of randomly sampled simulations. We use the term 
"deterministic analysis" Lu refer to the study of a single simulation and 
"probabilistic analysis" to describe the study of the randomly sampled 
simulations. 

In the deterministic analysis, we focus on a single simulation in which 
each parameter in the system model is given its median value. The median 
value is a central value for a parameter that has a distribution of pos- 
sible values. More precisely, the median is the 5oth percentile or 0.5 
quantile: if a parameter were randomly sampled 1000 times, about 500 values 
would be larger and about 500 would be smaller than its median value. 
Because it is focussed on just one particular simulation, we put little 
emphasis on estimates of impacts from the deterministic analysis. Instead, 
we use the deterministic analysis primarily to gain insight into the opera- 
tion and interactions of the system model. 



Probabilistic analysis provides a comprehensive and systematic method for 
dealing with parameter uncertainties (includinq spatial and temporal vari- 
abilities) in the estimation of impacts (Dormuth and Quick 1980, ERL 1985, 
Saltelli 1989, Garrick 1989, Goodwfn 1989). We follow an approach known as 
systems variability analysis (Dormuth and Quick 1980), incorporated within 
the computer code SYVAC3-CC3. In this analysis, we perform thousands of 
simulations, each having a different set of values for the parameters. 
Each parameter value is randomly sampled from its allowed distribution of 
possible values, where the possible values arc described using a probabil- 
ity density function (PDF). 

For example, in the postclosure assessment of the reference disposal 
system, the parameter named PRECIP represents the annual precipit.ation at 
the reference disposal site; it is described using a normal (or Gfaussian) 
PDF whose mean value is 0.78 m/a and whose standard deviation is 0.11 m/a 
(uavis et al. 1993). In each of these simulations, a different value of 
PRECIP is selected at random from its PDF. When thousands of randomly 
sampled simulations are performed, the values selected for PRECIP would 
encompass virtually its full range of feasible values, and the correspond- 
ing estimated effects would then encompass the full range of possible 
effects . 

The assignment of a PDF for each parameter is made by qualified experts and 
takes into account the uncertainties in values resulting from the long 
time-scale of the assessment and the lack of precise and complete data 
(Stephens et al. 1989, 1993). The primary reterences tor the vauLt model 
(Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) and the 
biosphere model (Davis et al. 1993) describe the choice of PDF made for 
each parameter and provide justification for that choice. 

The value of a parameter may also be uncertain because of spatial and 
temporal variability, and its PDF may also include this source of uncer- 
tainty. For example, there may be considerable differences in permeability 
at different locations in a typical granite pluton. That is, the pluton 
exhibits spatial variability in its permeability. In evaluating the move- 
ment of water and contaminants in this rock, it may be necessary to define 
an "effective" permeability parameter whose possible values are represented 
by a suitable PDF. This effective parameter actually represents a lumped 
or averaged quantity that takes into account spatial variability. Its PDF 
does not directly represent the spatial variability in permeability but, 
rather, it represents our uncertainty (or lack of knowledge) about. the 
effective values that would account for this variability and other sources 
of uncertainty. 

There may be enough information available to resolve some of the spatial 
(or temporal) variability. In the case of permeability, information may be 
available that indicates it takes on small values in one region of the 
pluton and larger values elsewhere. If the data were sufficient, it may be 
appropriate to define several smaller volumes of rock, each of which would 
be characterized by an effective permeability with a unique PDF. These 
PDFs would incorporate the residual spatial variability of the smaller 
volumes of rock. 



When a site is first studied, it may be described on a relatively coarse 
scale, with a large amount of spatial variability included in the PDFs of 
the model parameters. As more details of the site become available, the 
models and data would be refined and some of the spatial variability would 
be resolved. The way in which a model is defined and the number of para- 
meters it uses clearly depend on the amount of information that is avail- 
able. The use of PDFs to represent spatial (and temporal) variability 
requires the judgment of qualified experts. 

At this point, no distinction is made between uncertainty caused by spatial 
and temporal variability and uncertainty caused by lack of knowledge. From 
the point of view of the decision maker, both contribute to uncertainty 
about environmental effects and, therefore, both should be included in the 
assessment. The distinction would arise when we attempt to reduce the 
uncertainty in a parameter's values. By way of example, sensitivity analy- 
sis may identify a parameter whose uncertain values have a strong influence 
on the estimates of radiation doses, and it may be possible to reduce the 
degree of uncertainty that comes from lack of knowledge by conducting 
further research. However, it may not a l w a y s  he possihle to reduce the 
degree of uncertainty resulting from spatial or temporal variability. (In 
Section E.7 in Appendix A, we examine how reducing the degree of uncer- 
tainty of a parameter can affect estimated impacts.) 

The deterministic and probabilistic analyses provide complementary informa- 
tion on the behaviour of the system, and both help to assess the potential 
effects of the disposal system. Deterministic analysis provides insight 
into how and where contaminants move within the system, whereas probabilis- 
tic analysis provides a powerful technique to include the effects of para- 
meter uncertainties. Chapter 6 summarizes the results of our deterministic 
and probabilistic analyses for the SYVAC scenarios, with additional details 
provided in Appendices D and E. 

In step 5 of Figure 2-1, we perform sensitivity analyses in which parameter values are systematically varied and 
the models altered, followed by observation and evaluation of chnges  in the estimated impacts. 

Sensitivity analysis is particularly helpful in improving our understanding 
of the performance of the disposal system. We are also interested in iden- 
tifying those parameters that have the most effect on potential impacts as 
their values change from one simulation to another. 

One i n ~ p o r t d r l t  use ul: Lhe r.esulLirly ir~l:vrrr~dLiurl is Lv i d e r ~ t i f y  pvLerlLid1 
derived constraints on the disposal system being studied. A derived con- 
straint is a feasible siting or engineering restriction that could be 
imposed so that a disposal system would better comply with regulatory cri- 
teria and guidelines and provide a greater margin of safety. Section 6.2 
describes derived constraints pertaining to the reference disposal system. 
Section 6.6 documents an extension of this analysis. 



The techniques of sensitivity analysis would also be applicable to further 
studies aimed at improving and optimizing the overall performance of an 
actual disposal system. 

We have developed and applied a sensitivity-analysis technique that can 
deal, with the complex models used to represent the reference disposal sys- 
tem. The technique, called iterated fractional factorial design, is 
described in Section A.4 in Appendix A. The results of its application are 
summarized in Chapter 6 with more details in Appendices D and E. 

2.3.6 Com~are Estimated Im~acts with Resulatorv Reauirement~ 

In this last step, we compare estimated impacts with regulatory criteria, standards and guidelines. 

One of the impacts of concern is the annual radiation dose to members of the 
critical gluup. The cur-resporiding criterion is expressed as a radiological 
risk limit, which is associated with an annual dose of 5 x Sv/a (AECB 
1987a). 

We also consider chemically toxic contaminants associated with the nuclear 
fuel waste and compare their estimated impacts with criteria and guidelines 
for soil and water used by the critical group. Finally, we examine a 
broader issue: protection of the environment, including potential radiation 
doses to nonhuman biota. 

In cumpariny esLimaLed impacts wiLh reyulatory criteria, standards and 
guidelines, we use results from the probabilistic analysis (for the SYVAC 
scenarios). Our studies show that parameter uncertainty has a strong 
influence on estimates of impacts for the reference disposal syst,em, and 
the probabilistic analysis takes into account the effects of these 
uncertainties. 

REFINING THE MODELS, DATA AND ASSESSMENT APPROACH 

The postclosure assessment approach described in Section 2.3 is the product 
of contilluous develvpme11L and refir~ernerlt occurring over more than a decade. 
A preliminary assessment study, completed in 1981 (Wuschke et al. -1981), 
concentrated on developing models and data for estimating impacts using a 
simpler representation of the disposal system. This led to enhancements to 
the method of probabilistic analysis. Subsequent studies (Wuschke et al. 
1985, Goodwin et al. 1987b) led to further advances: notably, improvements 
in the models describing the disposal system (Johnson et al. 1994b, Davison 
et al. 1994b, Davis et al. 1993) and development of approaches for sensi- 
tivity analysis (Walker 1986, Frech and Andres 1987, Andres and Hajas 
1993). 

The assessment study described herein is the third such study in which the 
reference disposal system, its representation in the system model and data, 
and the assessment approach have all been refined as a result of o n g o i n g  
research and a better understanding of system performance factors. 
Although we anticipate that further refinements will occur, the assessment 
results described in this report are based on one particular design of a 



disposal system and on up-to-date research results and assessment methods. 
(Section 8.2.6 examines the effects of research information that became 
available after the quantitative analysis for this assessment was 
completed.) 

In an actual implementation of a waste disposal facility, the observational 
approach will be used as the project proceeds through the stages of site 
characterization, construction and operation. As new information, knowl- 
edge and understanding are generated, the safety analyses-and the hypo- 
thesis, models and data on which they are based-will become increasingly 
robust. Thus the final assessment would draw from the understanding and 
data acquired through many decades of studies. The final assessment would 
also be supported and guided by the results of all earlier assessment 
studies. 

Yhere are several reasons for introducing refi~~en~enLs Lu Lhe 111udels and 
data. One is to ensure that the models and data reflect accurately the 
latest knowledge from the research and site evaluation and monitoring pro- 
grams. Three other reasons are associated with the information generated 
by the assessment itself. This information can 

- Testthemodelsanddata. Test results are examined in detail and lead 
to refinements, corrections and improvements. 

Point to issues that requirefurther study. Sensitivity analysis can identify 
components u f  a lnudel and its data that have a significant 
influence on estimated impacts. This information can help guide 
further investigations, and lead to more reliable and more 
credible safety analyses. 

Improvethesystemperformance. If an estimated impact would not meet a 
criterion or did not allow a sufficient margin of safety, we would 
use information from the sensitivity analysis to develop derived 
constraints on the reference disposal system. Section 6.2 
describes analyses that identify potential derived constraints 
that would increase the margin of safety of thc reference disposal 
system. We have selected a derived constraint related to the 
vault design, with feedback that necessitated modifications to 
some design details and their representation in the models and 
data. For an actual disposal facility, similar studies would 
contribute to optimizing its performance and cost effectiveness. 

2.5 DEALING WITH UNCERTAINTY 

In estimating the effects of the disposal system, it is necessary to deal 
with uncertainty in our understanding of the system's behaviour. Three 
strategies can be distinguished: 

- The best strategy would be to eliminate uncertainty, but this is 
not feasible, even in principle, for the assessment of the refer- 
ence disposal system. Nevertheless, some features of the system 
are so well understood and quantified that we can assume a negli- 
gible degree of uncertainty in representing them. An example of 
such a feature is radioactive decay. 



- In the best practical strategy, the effects of uncertainty would 
be quantified and related to the performance of the disposal 
system. Many features of the reference disposal system fall into 
this category; for example, the actual chemical conditions around 
each container cannot be known precisely, but the effects of 
their uncertainty can be estimated (Johnson et al. 1994b). 

- Finally, if the effects of uncertainty cannot be quantified, then 
we ensure that thc estimates are conservative; that is, that the 
impacts are overestimated. Several features of the reference 
disposal system have an uncertainty whose effects cannot be rea- 
dily quantified, and a conservative assumption is made instead. 
One example is the critfcal group's assumed diet that would 
likely include food produced at some location not affected by the 
disposal system. Because it would be difficult to quantify and 
justify this possibility, we make the conservative assumption 
that the critical group obtains all of its food and water from 
local sources and that these local sources are within the pro- 
jected discharge zones of the reference disposal system (Ddvis et 
al. 1993). 

In the discussion that follows, we explore in more detail the effect-s of 
uncertainty and note how they are dealt with in the assessment approach 
(see also Davis et al. 1990). 

2.5.1 Scenarios 

One potential uncertainty fn defining the reference disposal system is the 
omission of some unrecognized factors that could have important effects. 
To minimize this possibility, we have applied a systematic procedure called 
scenario analysis (Chapter 4 and Section A.2 in Appendix A ) .  The procedure 
includes continuing surveys of scenario analyses performed for related 
projects in other countries, scrutiny of issues arising from all elements 
of the research program and from interactions with the public, and frequent 
reviews by appropriate technical experts from a wide range of disciplines. 

There is also uncertainty in the probabilities of occurrence of scenarios. 
In this study, we address this uncertainty by identifying important simple 
scenarios using sensitivity analysis and by examining their effects sepa- 
rately. The procedure is described in the next two paragraphs. 

In our scenario analysis, we have combined as many factors as practical 
into the SYVAC scenarios (Chapter 4). We do this by using a special class 
of parameters, called switches, to control the selection of mutually exclu- 
sive options. For example, the use of a well as a source of water and the 
use of fresh lake sediment as soil have each been represented as a switch 
and combined into the SYVAC scenarios. There are four possible combina- 
tions for these two switch parameters: well plus lake sediment, well plus 
nn lake sediment, no well plus lake sediment and no well and no lake sedi- 
ment, each with an appropriate probability of occurrence. Each of these 
combinations may also be thought of as representing a simple scenario. 



We employ switches to combine scenarios because we have developed tools for 
sensitivity analysis that permit the identification and study of parameters 
having strong influences on estimated impacts. One such tool is iterated 
fractional factorial design (Section ~ . 4  in Appendix A), a sensitivity 
analysis technique that can determine whether any of these switches are 
important, either separately or in combination with other switches. That 
is, sensitivity analysis can identify which, if any, of the possible sce- 
narios lead to notably different estimates of impact. We can then examine 
separately sets of randomly sampled simulations associated with these 
simple scenarios. This type of analysis is documented in Chapter 6 and in 
Appendices D and E, where we compare simulations such as those involving 
the use of the well with those involving use of the lake as the source of 
drinking water. 

It should be noted that a scenario may contain several unique parameters, 
and that these parameters may be a source of uncertainty. Fur instance, in 
cases where the source of drinking water is the well, uncertain parameters 
include the depth of the well, the amount of water withdrawn by the well 
(including the amount of water that might be affected by contaminants from 
the reference disposal vault), and whether the well is also used as a 
source of irrigation water. In the evaluation of the reference disposal 
system, we deal with the uncertainty in these parameters through the use of 
PDFs (section 2.5.3 and Chapter 5). 

Uncertainty in models and data is partly due to our incomplete knowledge of 
the disposal system. Other uncertainties arise from the constraints we 
impose on the models, such as the assumption that some model parameters do 
not vary with time. 

For a real disposal vault, many sources of uncertainty will be eliminated 
or resolved as mur.e inLur~r~ation becomes available during successive stages, 
such as siting (site screening and evaluation), construction, operation and 
monitoring. Moreover, model estimates for some calculated variables could, 
in principle, be compared w i t - h  ohservatinns. To minimize these uncertain- 
ties, our models and data are founded on the information from an extensive, 
integrated research program, and we allow for revisions to these models and 
data following generation of new information. Justification for the models 
and data used in the current postclosure assessment is discussed in detail 
in the primary references for the vault model (Johnson et al. 1994b), the 
geosphere model (Davison et al. 1994b) and the biosphere model (Davis et 
al. 1993). 

In many cases, conceptual model uncertainty is included with the use of 
parameters and their PDFs, because we have developed tools to deal with the 
effects of parameter uncertainty. We can also use sensitivity analysis to 
determine whether and how these parameters influence the estimated impacts. 
For example, in the study of the reference disposal system, the set of 
groundwater velocities used in the geosphere model (Section 5.4) is based 
on studies wfth the MOTIF hydrogeological transport code (Davison et al. 
1994b). We include the effects of uncertainties in these velocities with a 
parameter called the groundwater velocity scaling factor. This factor is 



described using a PDF with a range of credible values that permits the 
examination, in SYVAC3-CC3, of groundwater velocities that ranqe in maqni- 
tude from 10 times smaller to 10 times larger than the values derived from 
MOTIF. We also use an adjustable network of segments (Sections 5.4 and 
5.5) to describe situations where a bedrock well could perturb flow fields. 
With this scheme, we can examine the effects of uncertainty in the models 
and data to determine the degree to which they influence our estimates of 
impacts. 

Where possible in the study, we employ models and data that accurately 
describe all important processes. Where this is not feasible, we use 
models and data that would lead to overestimates of impact. An example of 
the latter case is given by the manner in which we describe the individuals 
that could be affected by the reference disposal system. In accordance 
with AECB requirements (AECB 1987a), we assume that the lifestyle of these 
individuals is based on present human behaviour. However, to ensure that 
we do not underestimate impacts, we introduce conservative assumptions. 
For instance, we assume that the individuals spend all their lives near the 
locations where contaminants might enter the biosphere, and they obtain all 
of their air, food, water, fuel and building material from sources that 
would be exposed to these contaminants (Davis et al. 1993). 

Finally, we assume that in the study some model parameters take on a con- 
stant value over the entire time frame of a simulation or over some finite 
volume of space. This is the case for the annual precipitation at the 
aisposal site: we assume the value for this parameter is constant in time 
for each simulation (although the value used will be different from one 
simulation to the next). We generally invoke this assumption in two cases: 

- When the expected dependence on time or space of the parameter is 
not important. This is the case for annual precipitation: we 
believe that its variation from year to year is relatively 
unimportant (Davis et al. 1993). 

- When there is insufficient information to model the behaviour of 
the parameter In time or space. This is the case for processes 
such as changes to the climate; we have no models currently 
available that would allow realistic modelling of its effects on 
t-he hiosphere . 

In both of these cases, we choose models and time-independent data that 
would tend to overestimate impacts. We also examine in separate analyses 
the effects of disrupting events, such as climate change caused by glaci- 
ation (Davis et al. 1993). 

Note I;hat, iT the L i l l i e  dependence of a parameter In the system model is 
expected to be important and sufficient information is available to simu- 
late reliably its behaviour, we treat the parameter as a time-dependent 
variable. This is the case for a variable that describes the container 
failure rate (Section 5.2.2): its behaviour in time is expressed as a func- 
tion that depends on several sampled parameters that are time-independent 
(Johnson et al. 1994b). The system model contains a large number o f  time- 
dependent variables, such as the rates of release of contaminants from the 



used-fuel waste and from the containers, the rates of transport of contami- 
nants through buffer, backfill and rock surrounding the vault, the rates of 
discharge of contaminants into the surface environment, and the concentra- 
tions of contaminants in water and soil used by the critical group. 

Many model parameters cannot be given precise values for reasons that 
include imprecise experimental measurement, temporal or spatial variation 
and an incomplete understanding of all phenomena. One approach to resolve 
this issue is to use values for all parameters such that the impacts are 
maximized. However, our experience has shown that it would be difficult to 
guarantee that a maximum impact has been found: the system model is not 
simple and impacts may depend on the system parameters in a complicated 
fashion. More importantly, the resultant impacts would poorly represent 
the most credible performance of the disposal system and could not be used 
reliably to find suitable derived constraints or to optimize the safety of 
the disposal system. 

Our approach in the assessment study is focussed on probabilistic analysis 
to quantify the effect of uncertainty in parameter values. Probabilistic 
analysis examines the credible range of values for all parameters and 
produces estimates of effects that reflect the uncertainty in the para- 
meters. Guidelines for choosing the credible range of values for para- 
meters and the relative frequencies of credible values are provided in 
supporting documents (Stephens et al. 1989, 1993). The distribution of 
values for each parameter to be sampled have been supplied by experts in 
the CNFWMP and are fully documented in the primary references for the vault 
model (Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) 
and the biosphere model (Davis et al. 1993). Szekely et al. (in prepara- 
tion) describe the PDFs and other data used with SYVAC3-CC3. 

In the probabilistic approach, we obtain information on the expected 
impacts of the reference disposal system by performing many simulations. 
Each simulation provides one estimate of an impact using one set of values 
for the input parameters. These values are randomly sampled from the cor- 
responding PDFs. Thousands of simulations such as these, each with a dif- 
ferent set of randomly chosen values, provide many estimates of impact. 
Each simulation can be regarded as a unique "what-if" assessment, and its 
estimate of impact can be compared with regulatory criteria, standards and 
guidelines. 

Figure 2-3 shows a representative histogram of estimates from a large number 
of simulations. This histogram captures the uncertainty in the estimates of 
impact that is due to the uncertainty in the model parameters. (Figure 2-3 
uses hypothetical data for illustrative purposes. A histogram of results 
from the postclosure assessment is shown in Figure 6-17.) The histogram is 
skewed, and the underlying PDF might be best characterized, in a statistical 
sense, using a geometric mean and geometric standard deviation. 

For the probabilistic analysis, however, the two important statistics are 
the arithmetic average and arithmetic standard deviation. If the parameter 



Impact Estimates 

FIGURE 2-3: A Sample Histogram of Hypothetical Impact Esti.mates 

The histogram is representative of results that could be obtained from a large number of simulations 
carried out using a probabilistic approach. The axis labelled "Impact Estimates" is broken into a set 
of classes or bins. In the hy othetical results shown, the first bin shows a range from 0 to 0.5 x Q and the last from 1.30 x 10- to 1.35 x (for radiation doses, the units would typically be sieverts 
per year). For each bin, the height of the bar is proportional to the number of simulations whose 
estimated impacts fall within the corres onding range. For example, this figure shows 100 simula- l tions with an impact between 0.5 x 10' and 1.0 x 1 om8. 

The expectation value of the estimated impact is equal to the arithmetic average, shown here near 
4.8 x 1 o - ~ .  The width of the histogram is related to the standard deviation (about 2.4 x 1 om8 in this 
example) in the average. Histograms of impact estimates are frequently skewed to the left; that is, 
bins to the left of the mean generally have larger heights than those to the right. This usually arises 
because impacts cannot be less than zero, although they often have no upper limit. 



values are randomly sampled from their PDFs, then the statistical expecta- 
tion value of the impact is equal to the average value of the thousands of 
estimated impacts. That is, the expected impact is the statistical arith- 
metic average (or mean) of the many estimates of impact. This expected 
impact can be compared with the regulatory requirements; it offers the 
advantage (compared with a single deterministic estimate) that it takes 
into account the specified uncertainty in the model parameters. 

A measure of the statistical precision of this expected impact is provided 
by the standard deviation in the estimated impacts. A smaller standard 
deviation, or a greater precision in the estimated average impact, can be 
obtained by increasing the number of randomly sampled simulations. By 
carrying out a sufficiently large number of simulations with a computer 
model and its parameter PDFs, we can estimate the average impact computed by 
the model with as high a statistical precision as we wish. In the results 
described in Section 6.5, we report results from 40 000 randomly sampled 
simulations (for the group of radionuclides that contribute most to radio- 
logical risk). Our analysis indicates that this number of simulations is 
sufficient to obtain relatively precise estimat-es of arit-hmetic averages. 

These arithmetic averages are used to calculate impacts for the reference 
disposal system. We assert they accurately include the effects of para- 
meter uncertainty because we have specified the PDFs and constituent equa- 
tions to maximize the coincidence between the estimates and the actual 
processes expected to occur. 

As noted previously, some sources of uncertainty are associated with our 
imprecise knowledge of the future behaviour of the disposal system and its 
environment, whereas others are the result of using lumped quantities and 
their representative PDFs. We have constructed the system model and chosen 
PDFs so that 

- For any particular combination of parameter values, the resulting 
impact estimate is conservative (for that combination of values) 
because of the way in which the system model is defined. 

- The expected impact, given by the arithmetic average of estimated 
impacts from thousands of randomly sampled simulations, will be 
conservative. That is, we believe that our estimate will be 
greater than the impact that could eventually arise (at the 
reference disposal system) because of the way in which the system 
model is defined and the way in which the PDFs are defined. 

- The precision of our impact estimate can be calculated from the 
standard deviation in the thousands of estimated impacts. 

QUALITATIVE ESTIMATES OF IMPACTS 

Much of the analysis for the postclosure assessment study is focussed on 
quantitative estimates of effects. It is not feasible to extend such esti- 
mates indefinitely into the future. Factors such as massive changes in the 



climate could substantially change the characteristics of the disposal 
system, at a time and in a manner that cannot be quantitatively estimated 

The models and data for the postclosure assessment study of the reference 
disposal system are designed to yield quantitative estimates of impacts for 
at least lo4 a following closure of the disposal facility. They can also 
be used with caution to estimate trends in effects up to about lo5 a fol- 
lowing closure, providing that a major event, such as a glacial episode, 
does not occur (or is acceptably represented by the models and data for the 
reference disposal system). The primary references for the vault model 
(Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) and the 
biosphere model (Davis et al. 1993) give more details on the expected time 
period of acceptability of the models and data (Section 5.8 provides a 
summary) . 

T u  evdludle L l l e  perfurmance ul: the reference disposal system at lung times 
(beyond lo4 a), we use the trends to l o 5  a supplemented with reilsoned argu- 
ments based on well-founded scientific principles and theories. The 
discussion in Chapter 7 of this report is focussed on specific arguments 
for the reference disposal system. More general discussion is provided in 
the EIS (AECL 1994a). 

3. DESCRIPTION OF THE REFERENCE DISPOSAL SYSTEM 

In this chapter, we outline the features of the hypothetical. reference 
disposal system used in this study (step 1 of Figure 2-1). More specific 
details are described in Chapters 4 and 5. 

In the concept for the disposal of Canada's nuclear fuel waste, the waste 
would be placed in a vault deep underground in the plutonic rock of the 
Canadian Shield. 

The operating aspects of the disposal facility are described in the primary 
references describing the engineering design (Simmons and Baumgartner 1994) 
and the preclosure assessment (Grondin et al. 1994). The features relevant 
to the postclosure assessment concern the long-term behaviour of the waste 
in the disposal system, after the rooms would have been filled, the tunnels 
and shafts would have been sealed, and the surface facilities would have 
been removed. We assume for the postclosure assessment that short-duration 
transient effects have ceased. (Our detailed analyses of transient effects 
such as reflooding (Johnson et al. 1994b) and resaturation (Davison et al. 
199413) indicate it is conservative to assume they are complete at the time 
of vault closure.) The postclosure assessment then examines the types and 
magnitudes of possible environmental effects caused by contaminants that 
might escape from the vault over long times. 

One objective of our postclosure assessment study is to demonstrate a flex- 
ible assessment approach, applicable to any potential site. The assessment 
described here is applied to a reference disposal system that is con- 
structed from a reasonably complete set of environmental and geol.ogica1 
data, taken largely from the WRA. The results of the assessment apply only 



to this specific example. However, the method is not otherwise restricted, 
and we believe it could be applied to postclosure assessments of other 
disposal systems, including a real nuclear fuel waste disposal facility 
located at a specific site on the Canadian Shield. 

Figure 3-1 illustrates the reference disposal system for nuclear fuel waste 
disposal evaluated in the postclosure assessment. This reference disposal 
system includes specific design choices; for example, the vault depth is 
about 500 m, the thin-walled containers are made of Grade-2 titanium, and 
the containers are placed in boreholes located in the floor of the vault 
rooms. The concept for the disposal of Canada's nuclear fuel waste 
includes other options, such as a nominal vault depth ranging from 500 to 
1000 m, the use of different designs and different materials for the con- 
tainers, and the emplacement of the containers within the vault rooms 
(AECL 1994a,b). 

Other choices assumed for the reference disposal system in the postclosure 
assessment are outlined below, with other more specific details given in 
Chapters 4 and 5. 

We assume that the nuclear fuel waste placed in the reference disposal 
vault consists entirely of used-fuel bundles from CANDU nuclear power reac- 
tors. The used-fuel bundles comprise irradiated U02 fuel pellets enclosed 
in Zircaloy fuel sheaths that hold the fuel while it is in the reactor. 
The bundles contain a large variety of potential contaminants from pro- 
cesses such as fission, radioactive decay and neutron activation. The 
contaminants of concern for the reference disposal system are listed in 
Section 5.9; they include both radionuclides and chemically toxic elements. 

In the engineering design study reported by Simmons and Baumgartner (1994), 
it is assumed that the vault holds about 191 000 Mg U. This corresponds to 
about 100 years of waste at the present rate of accumulation. 

For t - h i s  p n s t c l n s l ~ r e  assessment study, we initially considered the same 
mass of fuel in a preliminary analysis. This analysis was aimed at improv- 
ing the margin of safety of the reference disposal system by identifying, 
and then imposing suitable constraints on the design of the reference dis- 
posal facility. The study (Section 6.2) examined several options affecting 
the design and layout of the vault. We selected an option with a lesser 
mass of uranium (1.62 x lo8 kg, or 162 000 Mg U) immobilized in about 
119 000 disposal containers. This option was chosen to make the best use 
of the available geological and hydrogeological information from the WRA, 
and it does not represent a generalized limit for the reference disposal 
system or for any other potential disposal system. 

The identification and selection of design constraints in this preliminary 
analysis is an example of feedback in the postclosure assessment method. 



EIS 6-3 1 
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F I G U R E  3 - 1 :  The R e f e r e n c e  D i s p o s a l  System E v a l u a t e d  i n  t h e  Postc2losure  
Assessment 

The central feature of the system is a vault constructed in plutonic rock of the Canadian Shield. The 
vault is about 500 m below the surface and 1900 m long by 1700 m wide. It consists of access tun- 
nels and shafts, with a total of 11 9 000 containers emplaced in boreholes in the floors of more than 
400 disposal rooms. The row of rooms on the right side, near the shafts to the surface facilities, is 
shorter than the others to separate the containers in those rooms from a fracture zone assumed to 
pass near the vault. We assume that this fracture zone, known as fracture zone LD1, extends to the 
overburden near the surface and passes through the plane of the vault. The closest perpendicular 
distance between the edge of the vault and LO1 is about 50 m. 

The inset shows a cross section of a typical disposal room. Used-fuel bundles from CANDU reactors 
will be placed in corrosion-resistant titanium containers. The containers are located in boreholes in 
the floor of a disposal room and are surrounded by a dense mixture of bentonite clay and sand (the 
buffer). Glacial lake clay mixed with crushed rock (the backfill), along with a series of concrete 
bulkheads, seals the disposal rooms, access tunnels and shafts. 



The reference disposal vault used in this postclosure assessment study is 
illustrated in Figure 3-1. It has been laid out as a rectangle in a hori- 
zontal plane at a depth of about 500 m. We assume that a fracture zone, 
referred to hereafter as fracture zone LD1, extends from the overburden 
near the surface to below the depth of the vault and cuts through the vault 
horizon at a shallow angle. The closest distance in a horizontal direction 
from fracture zone LDL to a container in any room is about 150 m, and the 
closest perpendicular distance is about 50 m. That is, a minimum of about 
50 m of rock isolates the containers in any vault room from LD1. This 
rock, at a depth of 500 m and surrounding the disposal vault, has a low 
permeability and is sparsely fractured (Davison et al. 1994b). 

It is unlikely that this particular vault arrangement would be adopted for 
an actual disposal site. Host rock formations suitable for a disposal 
vault could contain fractures that require deviations from a completely 
regular layout. At a real site, mining engineers would design the vault to 
minimize the effects of nearby fractures; the resulting layout might not be 
rectangular, nor in a single plane. For the study reported herein, we 
assume the simple configuration shown in Figure 3-1, with LD1 passing near 
the vault, so that the effects of such a fracture zone can be evaluated. 
We also study a special situation where the fracture zone passes through 
the vault, so that there are rooms above and below LD1. This situation, 
documented in Section 6.2, is part of the preliminary analyses on derived 
constraints. 

The vault includes access and ventilation shafts, boreholes, tunnels and 
subsurface facilities. For the postclosure assessment, we assume that all 
these features have been completely sealed and that they have no influence 
on the subsequent movement of contaminants. We also assume that there 
would be negligible effects on groundwater and contaminant movement asso- 
ciated with any damage to the rock that could occur during excavation of 
the vault (based on detailed studies by Chan and Stanchell (1990) on the 
low-permeability sparsely fractured rock surrounding the vault.) For 
assessment of the open-borehole scenarios (Section 6 . 7 ) ,  we evaluate a 
situation in which an open borehole is assumed to pass near the vault from 
the surface environment. 

The vault comprises several hundred disposal rooms that contain the nuclear 
fuel waste. We assume that the used-fuel bundles are immobilized in 
corrosion-resistant containers composed of an alloy of titanium. Glass 
beads in the containers provide mechanical support against exLerrla1 pr-es- 
sures. The containers are placed in boreholes in the floors of the dispo- 
sal rooms (shown in the inset to Figure 3-1). A layer of a mixture of 
bentonite clay and sand surrounds the c o n t - a i n e r s  on all sides. This layer, 
called the buffer, is expected to limit the rate of movement of water 
toward the containers because bentonite has an extremely small permeabil- 
ity. A mixture of glacial lake clay and crushed rock, called the backfill, 
and concrete bulkheads are used to seal the disposal rooms. 

The primary reference describing the engineering design (Simmons and 
Baumgartner 1994) specifies engineering details such as the spacing of the 



boreholes in the rooms and the distance between rooms. The main factor 
controllinq this spacing is the release of heat from the used fuel. 
Nuclear fuel waste is radioactive and gives off heat as the radionuclides 
decay. In the closed environment of the vault, the containers would at 
first release heat faster than it could be conducted away by the rock, 
causing remperature rises in the vault and in the surrounding rock. After 
about two hundred years, the temperature would reach its maximum, and then 
start to fall as the net decay rate declines, and heat is released more 
slowly. Figure 3-2 shows cstimatcd temperatures at the surfaces of con- 
tainers at different locations in the vault as a function of time. The 
maximum temperature reached by the containers is less than 100°C, a design 
limit achieved by adjusting the spacinq of the containers and the rooms. 

We use the temperature versus time data to estimate processes such as 
corrosion rates of the containers and precipitation of contaminants in the 
vault (Johnson et al. 1994b). In making these estimates, we use a simpli- 
fied geometry to represent the spacing between the boreholes and rooms and 
the thickness of the buffer separating the containers from the s~lrrounding 
rock. 

Other detafls on the reference disposal vault are summarized in Sections 5.2 
and 5.3. The vault model is fully documented in a primary reference 
(Johnson et al. 1994b). 

THE REFERENCE GEOSPHERE 

We assume that the reference disposal facility for this postclosure assess- 
ment study has been constructed fn plutonic rock of the Canadian Shield. A 
study by the Geological Survey of Canada (McCrank ct al. 1381) identified 
over 1000 plutons in central Canada that might be potentially suitable as 
host sites. To obtain consistent quantitative results in the postclosure 
assessment, however, we have chosen to characterize the reference disposal 
system using information from a site where extensive research has been 
carried out on geological and hydrological features. This site i:; the WRA, 
near Lac du Bonnet, Manitoba (Figure 3-3). The WRA and the Underground 
Research Laboratory have been extensively studied for more than a decade, 
and a large and consistent set of physical, chemical and geological data 
and analyses are available (Davison et al. 1994b). 

We also assume that fracture zone LD1 passes near the vault, as mentioned 
above. The locations of other fracture systems in the rock surrounding the 
hypothetical vault have been identified by remote sensing and from bore- 
holes drilled in the WRA (Davison et al. 1994b). However, excavat.ing the 
comparatively small URL has revealed much less detail about fractu.res in 
the rock than would be found in excavating a real, much larger, disposal 
vau1.t. Thus L l l e  location and characteristics of some fractures have been 
estimated using expert judgment (Davison et al. 1994b). In addition, we 
assume that features such as vertical fractures exist in some areas because 
of the general pattern of these features over the region. 

Other detafls of the rock surrounding the reference disposal vault are sum- 
marized in Sections 5.3 to 5.5. The geosphere model is fully documented in 
a primary reference (Davison et al. 1994b). 
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FIGURE 3-2: Vault Temperatures as Functions of Time 

The two curves show the estimated temperatures of the surfaces of two containers: one located near 
the centre and one near the perimeter of the reference disposal vault. The temperature rises 
because of the release of heat from the radioactive decay of used fuel. The estimated temperatures 
rise to a maximum of 940C after about 29 a, near the centre of the vault, but only to 540C after 13 a, 
near the perimeter. After about lo5 a, temperatures in the vault would reach the ambient tempera- 
ture of about 12 C. (Temperature calculations were made using an analytical code based on a 
report by Mathers (1985)). 

Certain characteristics of the surface environment, or biosphere, at the 
hypothetical disposal site are also important for the postclosure assess- 
ment. Over time, these site characteristics may change from their current 
state. 



Area 

FIGURE 3-3: Map Locating the Whiteshell Research Area 

In the postclosure assessment, we constructed the reference geosphere mode by drawing on the 
extensive set of environmental and geological information available from the Whiteshell Research 
Area in southeastern Manitoba. This area, which includes the Underground Research Laboratory 
(URL), has been intensively studied for more than a decade (Davison et al. 1994b). 

In the postclosure assessment of the reference disposal system, we assume 
that site evolution continues according to processes that have operated in 
the past. Because the Canadian Shield is very old and stable, we assume 
that no major changes in the topography of the region would occur during 
the next lo4 a, the time frame of concern for quantitative estimates of 
effects. 

In the past, continental glaciation has drastically altered the climate on 
the Canadian Shield and at the WRA. The last great ice cover, over a 
kilometre thick, melted about nine to ten thousand years ago, and the next 
major ice age may occur in about 2 x lo4 a (Davis et al. 1993 ) . Because 
this is beyond the lo4-year time frame of concern, our quantitative esti- 
mates of impact do not include the presence of a glacier in the biosphere. 



Even so, Davis et al. (1993) have shown that the effects of different 
glacial states, including states preceding glaciation, would not lead to 
substantially different estimates of radiation dose insofar as the bio- 
sphere is concerned; in fact, different glacial states tend to yield simi- 
lar estimates of impact. Moreover, Davis et al. (1993) have shown that, 
although changes in climate, surface water, soils, vegetation, filling of 
lakes and lifestyle of people will likely occur, changes to the current 
state would have relatively modest effects on the estimated impacts for 
times up to about lo4 a. That is, these changes would have small perturba- 
tions on impacts that are estimated if we assume that current (intergla- 
cial) conditions will persist over the next lo4 a. Many of these changes 
do not require explicit treatment in the biosphere model, whereas some are 
implicitly included through the use of PDFs used to describe a range of 
possible conditions (Davis et al. 1993, Davison et al. 1994b). 

Finally, we assume that the lifestyle of people living near or on the 
reference disposal system would be similar to the current range of rural 
lifestyles that exist on the Canadian Shield (Davis et al. 1993). We 
believe that such people would receive the largest potential environmental 
impacts from a disposal vault (Davis et al. 1993, Lawson and Smith 1985), 
thus corresponding to the critical group concept required by the AECB regu- 
latory guidelines (Section 1.4 and Appendix C). We assume that these 
people would not be aware of the presence of the vault, thus they would not 
take action to prevent or mitigate any possible impacts. 

Other details pertaining to the surface environment of the reference dis- 
posal system are summarized in Sections 5.5 and 5.6. The biosphere model 
is fully documented in a primary reference (Davis et al. 1993). 

4. SUMMARY OF SCENARIO ANALYSIS 

In Section 2.1, we noted that our quantitative assessment study is based on 
a simulation approach, consisting of the six steps shown again in 
Figure 4-1. In this chapter, we describe the second step, the analysis to 
identify scenarios for the reference disposal system (Section A.2 in 
Appendix A; Goodwin et al. 1994). Scenario analysis has been ongoing for 
more than ten years, and we concentrate here on the final results and con- 
clusions affecting the reference disposal system. 

OVERVIEW OF THE PROCEDURE 

Scenario analysis is a systematic procedure with two main objectives. The 
first is to identify and describe all the possible factors that could 
influence the ability of the waste disposal system to isolate waste from 
humans and the natural environment. A factor is a distinguishing char- 
acteristic of the disposal system and its surroundings, or a characteristic 
of perturbing external or internal events. Examples of factors are radio- 
active decay, characteristics affecting contaminant transport through the 
buffer, durability of borehole seals, physical properties of the rock sur- 
rounding the vault, chemical interactions between contaminants and minerals 
in the rock, the presence of surface water bodies in the biosphere and 
human diet. 



FIGURE 4-1: The Scenario Analysis Step in the Assessment Approach 

This figure is similar to Figure 2-1 but highlights the second step, scenario analysis, in the postclosure 
assessment approach. Scenario analysis is a systematic and comprehensive procedure aimed at 
identifying all the factors that require further detailed evaluation and determining how these factors 
should be combined and treated in scenarios. A factor is a distinguishing characteristic of any affected 
part of the disposal system, such as radioactive decay and contaminant transport through fractures. A 
scenario defines a possible future of the waste disposal system that includes potential impacts on the 
critical group or the natural environment. 

The specifications of the disposal system (from step 1) define the breadth of scenario analysis. Once 
scenarios are defined, we proceed to step 3 and develop representative models and data. There is 
considerable feedback between each of the steps in the postclosure assessment approach. In parti- 
cular, the probabilistic method used to estimate impacts (step 4), together with the capabilities of the 
system model (step 3), greatly influence the characteristics of the scenarios that are defined. 



The second objective of scenario analysis is to determine, in a consistent 
and coherent manner, those factors that require detailed quantitative eval- 
uation in the postclosure assessment. The analysis leads us to construct 
self-consistent combinations (or scenarios) of these factors. A scenario 
is "a sketch, outline or description of an imagined situation or sequence 
of events" (NEA 1992). For the postclosure assessment study, a scenario 
defines a possible future of the waste disposal system and includes a set 
of factors that define pathways and processes that could lead to an effect 
on a member of the critical group and the natural environment. 

Scenario analysis also provides estimates of the likelihood of occurrence 
and relative importance of each scenario and recommendations on how a sce- 
nario should be treated in the postclosure assessment study. 

Feedback from other steps in the assessment approach (Figure 4-1) is cru- 
cial to scenario analysis. In particular, the method used to estimate 
impacts strongly influences the end products of scenario analysis. The 
influence can be seen in our deterministic and probabilistic analyses of 
impacts (Section 2 .'3 ) . 

Our deterministic analysis examines the median-value simulation, and we use 
it for detailed study of interactions within the system model. Because it 
is focussed on just one simulation, the scope of the deterministic analysis 
is limited. For example, our analysis of the median-value simulation con- 
centrates on the situation where the source of drinking water for the 
critical group is the well. A different simulation and further analysis 
would be required to study the case where the lake is the source of drink- 
ing water. 

Our probabilistic analysis involves thousands of simulations and is used to 
account for the effects of parameter uncertainty. It has a much wider 
potential scope because we can define parameters for the model of the dis- 
posal system that effectively define many scenarios. One example is a 
well-usage parameter, which combines individual scenarios in which either a 
well or a lake serves as the source of drinking water for the critical 
group. The probability of occurrence of the well scenario, pw, defines the 
probability associated with the use of well water. The lake scenario is 
assumed to be a mutually exclusive option, and its probability of occur- 
rence is equal to (1-pw). We then perform a large number of simulations 
that are sufficient to sample the required mix of simulations that involve 
the well or the lake as the source of drinking water. This mix of simula- 
tions is used in a single analysis to calculate impacts, such as the arith- 
metic average of annual dose to individuals in the critical group. In 
addition, sensitivity analysis is used to determine whether the well sce- 
nario or the lake scenario, or both, make significant contributions to the 
annual dose, by examining the sensitivity of the average annual dose to the 
well usage parameter. Hence rather than analyzing separately the two sim- 
pler scenarios involving the use of well water or lake water, we analyze 
them both in a compound (well plus lake) scenario using a parameter whose 
values reflect the relative likelihood of these similar but mutually exclu- 
sive scenarios. 



The flexibility offered by probabilistic analysis means we can simultane- 
ously analyze many scenarios and use our analysis tools more effectively. 
If we were to use only deterministic analysis to estimate impacts, each 
scenario would require individual consideration and analysis. The dis- 
cussion on construction of scenarios (Section 4.1.4) indicates that the 
number of such scenarios would be very large. 

A large group of AECL Research experts contributed to the scenario analysis 
of the reference disposal system. Their combined expertise included the 
following disciplines: agronomy, applied mathematics and statistics, biol- 
ogy, chemistry, civil engineering, computer science, ecology, environmental 
assessment, geochemistry, hydrogeology, limnology, meteorology, mining 
engineering, nuclear physics, soil chemistry, soil science, structural geo- 
logy and zoology. 

The group used a six-step procedure, shown in Figure 4-2, to identify fac- 
tors and scenarios and to estimate the relative importance of each scenario 
for the postclosure assessment study. The following discussion summarizes 
the procedure and the results of the scenario analysis for the reference 
disposal system studied in this report. (Section A.2 in Appendix A and 
Goodwin et al. (1994) provide further documentation.) 

Identifv Factors. 

The objective of this step is to identifi all the factors that might conceivably have an efSect on the behaviour of 
the disposal system. 

The expert group identified over 1000 factors, which were collected into 
about 300 more broadly defined general factors. For example, a general 
factor is human diet, which represents many possible food types, such as 
cultivated and wild fruits, domestic animals, wild game and fish. 

Classifv Factors 

The factors from the first step were systematically classified to look for additional factors not identified in the 
first step. 

Several different classification schemes were used. A few new factors were 
identified and added to the list. 

Screen the Factors 

This step involved examining the factors over two time frames: times up to ld a and times beyond lo4 a. The 
objective is to identify those factors that require more detailed evaluation in this postclosure assessment of the 
reference disposal system. 

For example, for times up to lo4 a, 

Factors requiring evaluation are used to construct scenarios (in 
step 4) for detailed quantitative studies. These studies use 
mathematical models to simulate the behaviour of contaminants in 
the entire disposal s stem and to estimate potential impacts that 
could occur within 10' a (the time frame of concern for quanti- 
tative evaluation (AECB 1987a)). 
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FIGURE 4-2: Summary of Results from Scenario Analysis of the Reference 
Disposal System to l o 4  a 

This figure illustrates the six-step procedure, and results of its application, used to identify factors and 
define scenarios that require quantitative analysis for times-scales up to 1 o4 a. Approximately 300 
factors were identified in steps 1 and 2. The screening in step 3 shows that about 150 factors should 
be considered in constructing scenarios. We believe the remaining factors would have no significant 
effects on impacts for times up to 1 o4 a following closure of the disposal vault (although some may 
require consideration for times beyond 1 o4 a.) Three types of scenarios are constructed in step 4: 
the SYVAC, open-borehole, and disruption scenarios. All pass the screening in step 5, and thus 
require quantitative evaluation. In step 6, we more completely define the scenarios and document 
how they should be evaluated in the postclosure assessment. 



- Factors that do not require such evaluation are not included in 
scenarios for detailed quantitative study because we believe they 
would not contribute significantly to the estimates of risk. 
Each of these factors can often be examined on an individual 
basis without taking into account interactions (or coupling) with 
other unrelated factors of the disposal system. Frequently it 
can be shown they could not contribute significantly to estimates 
of risk from a consideration of their probability of occurrence. 

This is the case, for example, for the potential initiation of a 
self-sustaining fission reaction (criticality) in the disposal 
vault. McCamis (1992) has examined this factor and concludes 
that criticality is not possible; thus no estimates of impacts 
are required because criticality cannot contribute significantly 
to estimates of risk. 

The expert group decided that about half of the factors do not need to be 
included in scenarios for detailed quantitative study (Goodwin et al. 1994) 
because they could not contribute significantly to the estimates of risk 
within lo4 a. Some of these factors could be important over longer time 
frames, and they are consequently taken into account when considering 
potential impacts for times beyond lo4 a. 

For each of these factors, we provide arguments supporting why they are not 
included in scenarios for detailed quantitative study. Where possible, the 
arguments are quantitative; in other cases they are based on expert judg- 
ment and opinion. These arguments are outlined by Goodwin et al. (1994), 
with detailed discussions in the primary references for the vault model 
(Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) and thc 
biosphere model (Davis et al. 1993). Table 4-1 gives some examples of 
these factors and examples of supporting arguments for their treatment. A 
factor is often excluded on the basis of the following general arguments. 

- The factor falls outside the mandate of the postclosure 
assessment study of the reference disposal system. On this 
basis, the group excluded factors that do not apply to nuclear 
fuel waste from CANDU reactors, to disposal sites in plutonic 
rock of the Canadian Shield and to titanium-alloy c~nt~ainers. 
(These factors also do not require evaluation for time-scales 
beyond lo4 a. ) 

- The factor is an event that has an extremely small prolbability of 
occurrence. We have taken "extremely small probability of occur- 
rence" to mean one of two possibilities: either we estimate that 
the annual probability of the event is less than per year, 
or we believe that the event would not occur over the next lo4 a. 

We have made quantitative estimates whenever possible. 
Sections F.2 and F.3 in Appendix F give examplcs for two events: 
meteorite strikes and earthquakes. For other events wlzere we 
cannot provide a quantitative estimate, we give reasons support- 
ing our opinion that they would not occur: this is the case for 
criticality and volcanism. Table 4-1 summarizes the reasons and 
more details are given in the primary references. 



TABLE 4-1 

EXAMPLES OF FACTORS THAT DID NOT PASS THE SCREENING STEP* 

Factor and Description Comments 

Biological Activity. 
Microorganisms, microbes, bacteria 
and other biota could change the 
physical and chemical environment 
in the vault, affecting corrosion of 
the containers and other processes. 
Microbes in the geosphere could 
affect the movement of 
contaminants. 

Biological Evolution. 
Organisms are subject to biological 
evolution in an everchanging envi- 
ronment, that may affect anatomical 
features and physiological 
processes. 

Chemical Gradients. 
Movement of salts and contami- 
nants may be enhanced near the 
waste containers because of 
temperature changes, ingress of 
saline water and radiolysis. 

Climate Change. 
Changes to the current climate may 
affect the expected performance of 
the vault, geosphere and biosphere; 
for example, changes in average 
annual precipitation may affect the 
volume and rate of groundwater in 
the geosphere. (Glaciation is dis- 
cussed separately below.) 

Although severely limited by nutrient supply, elevated 
temperatures and radiation fields, microbial activity is 
likely to be present in the vault (Stroes-Gascoyne 1989, 
Stroes-Gascoyne and West 1994). It is expected that the 
possible effects can be treated through the use of con- 
servative assumptions, such as those used in describing 
crevice corrosion of titanium containers (Johnson et al. 
1994b). In the geosphere, microbial effects are expected 
to be limited because of the nutrient-poor conditions. 
Studies at the WRA reveal that only small quantities of 
microbes and bacteria exist in the groundwaters at dis- 
posal vault depths (Davison et al. 1994b). Research on 
this factor is continuing. 

It is unlikely that evolution will lead to new and unusual 
exposure pathways, partly because a wide variety of 
pathways are explicitly included in the description of the 
biosphere. These comments also apply to the evolution of 
humans and other biota. That is, we do not expect that 
biological evolution will lead to notable changes in esti- 
mates of impact because of substantial differences in the 
characteristics of the biota now explicitly included in the 
biosphere model. 

It is expected that only radiolysis has the potential to 
cause significant changes (Johnson et al. 1994b). Radio- 
lysis is included in the SYVAC scenarios through its 
effects on redox potentials in the vault (and taken into 
account for times beyond 1 o4 a). Salinity and tempera- 
ture gradients are not expected to have appreciable 
effects or would not occur to any appreciable extent 
(Johnson et a1.199413). Thermal buoyancy effects are 
expected to be unimportant (Davison et al. 1994b). 

Elements of this factor are included in the biosphere 
model; for example, net annual precipitation is described 
and a wide range of possible values are considered (Davis 
et al. 1993). It is expected that climate change will not 
affect the performance of the disposal vault (Heinrich 
1984a, Johnson et al. 1994b). Present day groundwater 
flow conditions in the rocks of the Canadian Shield would 
not be significantly altered by a climatic change to wetter 
or drier conditions: the water balance is currently 

continued . . .  



TABLE 4-1 (continued) 

Factor and Description Comments 

Colloids. 
Changes to the vault environment 
could promote the formation of 
colloids, affecting contaminant 
transport. 

Container Healing. 
Corrosion holes or pits could heal or 
close up. 

Coupled Processes. 
Coupled processes and irreversible 
thermodynamics may affect trans- 
port of contaminants in the vault. 

Criticality. 
Self-sustaining fission reactions may 
occur from the accumulation of 
critical masses of 23511 or 2 3 9 ~ u  in 
the vault. 

Earthquakes. 
Large earthquakes and related 
events could affect all components 
of the disposal vault and change the 
properties of the surrounding rock. 

maintained by only a small influx of the annual 
precipitation (Davison et al. 1994b). Measurements in the 
WRA show that the water table remains relatively constant 
in time, despite large variations in annual precipitation 
(Thorne 1990). The use of present-day conditions 
(including topography) will include the effects of a wetter 
climate, and produce overestimates of impact for a drier 
climate; warmer or cooler conditions and permafrost would 
not significantly affect the performance of the geosphere 
(Davison et al. 1994b). Changes to sea level are not 
expected to be of concern, because the reference dis- 
posal system is hundreds of kilometres distant from the 
nearest body of sea water. There is a need, however, to 
consider this factor for times beyond 1 o4 a. 

Although colloids could form in the containers, studies 
demonstrate that they cannot migrate through the high- 
density buffer (Johnson et al. 1994b). Concentrations of 
naturally occurring colloid-size particles (pseudo-colloids) 
in granite groundwaters are small, and would have 
negligible effect on contaminant transport (Vilks et at. 
1991a,b; Davison et al. 1994b). 

These processes have been omitted, and their omission is 
expected to lead to overestimates of impact (Johnson et 
al. 1994b). 

Analysis of the effect of these processes suggests that 
they are relatively unimportant compared with diffusion 
(Johnson et al. 1994b). Processes such iaS diffusion, 
corrosion and chemical interactions are included in the 
SYVAC scenarios. 

Calculations and analyses suggest that this process is 
extremely unlikely (McCamis 1992); it would require 
selective segregation and accumulation of a fissile isotope 
in relatively high concentration and purity. No possible 
mechanisms have been identified in the vault environment 
that would support these requirements (Johnson et al. 
1994b). 

Potential damage includes changes to contaminant 
release rates from the disposal vault, and new or altered 
pathways for contaminant movement frorr~ the vault to the 
biosphere. However, these events are thought to have an 
extremely small probability of occurrence. Probabilities 

continued 



TABLE (continued) 

Factor and Description Comments 

Erosion. 
Massive erosion of rock could result 
in important changes to hydraulic 
heads and contaminant transport. 

Formation of Gases. 
Chemical reactions may produce 
gases, such as hydrogen, which 
could affect contaminant movement 
in the vault. 

Geochemical Evolution of the Buffer, 
Backfill and Rock. 

Hydrothermal alteration and other 
geochemical processes could lead 
to alteration of the properties of the 
buffer, backfill and rock near the 
vault. 

Glaciation. 
Glaciation will change stress fields, 
flow regimes and temperatures, and 
could have many complex effects on 
the vault, geosphere and biosphere. 

are less than 1 o - ~  per year that an earthquake near the 
reference disposal system would significantly disrupt the 
disposal vault, cause movement along an existing fault or 
cause the formation of a new fault (Section F.3 in 
Appendix F). Possible effects for times beyond 1 o4 a 
need to be evaluated. 

Merrett and Gillespie (1983) note that rates of rock erosion 
on the Canadian Shield are about 2 x 1 o - ~  m/a, which is 
of no concern for a deep underground vault. Studies of 
glacial erosion of rock in eastern Canada (Kaszycki 
and Shilts 1980) show that the depth of erosion ranges 
from only 2 to 10 m per glacial event. 

The vault design for the reference system excludes 
carbon steel, a primary source of hydrogen. Screening 
calculations have shown that hydrogen produced by 
radiolysis and corrosion of Zircaloy and titanium would not 
lead to formation of a gas phase within 1 o4 a (Johnson et 
al. 1994b). Generation of other gases (such as methane) 
requires further research and evaluation. This factor 
needs to be considered for times beyond 1 o4 a. 

Vault temperature will be less than 100 OC (Baumgartner 
1993), and no large concentrations of unusual and reac- 
tive chemicals are expected in the vault. Under these 
conditions, chemical and physical changes are expected 
to be slow (Johnson et al. 1994b). For example, 
conversion of the buffer clay (bentonite) to a nonswelling 
clay (such as illite) would not occur to any appreciable 
extent in 1 o4 a (Johnson et al. 1994b). Possible effects 
for times beyond 1 o4 a need to be considered. 

It is not likely that the next glacial episode will occur before 
about 2 x 1 o4 a from now (Eronen and Olander 1990, 
Davis et al. 1993). This is beyond the time period 
specified by the AECB (1987a) for quantitative evaluation. 
Glaciation will have a mixed influence on the 
disposal system: it will have massive effects on the 
biosphere, but it would not affect the performance of the 
vault (Heinrich 1984a). Davis et al. (1 993) examine the 
effects of glaciation in some detail, and conclude that the 
biosphere model, designed to simulate current interglacial 
conditions, is likely to overestimate impacts compared with 
other possible glacial states. 

-- - 

continued . . .  



TABLE 4-1 (continued) 

Factor and Description Comments 

Meteorites. 
A large meteorite striking near the 
disposal vault could significantly 
disrupt all engineered and natural 
barriers, and lead to significant 
radiation doses and risk. 

Monitoring and Remedial Activities. 
Boreholes to monitor performance 
could provide pathways for con- 
taminant transport. 

Radiation Damage. 
Radiation fields could damage the 
vault and surrounding rock. 

Rock Properties-Undetected 
Features. 

Features such as unknown active 
fracture zones may have significant 
effects on groundwater flow and 
contaminant transport. 

Shaft and Borehole Seal Failure 
Failure of the shaft or borehole seals 
could modify groundwater flow and 
contaminant transport. 

The possible effects of glaciation for times beyond 1 o4 a 
need to be considered. 

Although large radiation doses and other environmental 
impacts are possible, the probability of occurrence of this 
event is extremely small. We document in Section F.2 in 
Appendix F an estimate for the case where a large 
meteorite creates a crater that moves and redistributes 
rock to a depth of 500 m (the nominal minimum depth of 
the disposal vault). The estimated probability of 
occurrence is extremely small, approximately 10-I per 
year. Effects over longer time-scales should be 
considered. 

In the concept for the disposal of Canada's nuclear fuel 
waste, it is intended that monitoring would not be an 
essential technical requirement for the postclosure phase. 
Nevertheless, monitoring may occur. We assume that 
monitoring and all such activities would be closely 
constrained so that the safety of the disposal system 
would not be compromised. 

Experimental evidence shows that gamma radiation will 
have little or no effect on the crystal structure of the buffer 
(Oscarson and Cheung 1983). No damage to the rock 
surrounding the vault is expected. 

It will take several decades to select, operate, close and 
decommission an actual disposal facility and, during this 
time, underground characterization studies will be 
continued. It is reasonable to expect that, by the time the 
decision is taken to close the vault, all features that could 
have any significant effects will have been detected, and 
that a suitable model of the host rock will have been 
prepared. The models used with the SYVAC scenarios for 
the disposal system studied in this assessment contain all 
properties known to be important. It also includes features 
(with pessimistic properties) that are introduced to study 
their effects on safety, such as a fracture zone extended 
to pass through the horizon of the vault. 

Elements of this factor are included in the vault and geo- 
sphere models, mostly through the uncertainty specified 
for key parameters. However, no important changes in 
groundwater flow (and subsequent contaminant transport) 



TABLE (concluded) 

Factor and Description Comments 

Urbanization on the Discharge Site. 

Volcanism. 
Volcanism (hot spots and rifts) and 
magmatic activity could cause 
activation of faults, changes in 
topography, changes in rock stress, 
deformation of rock, and changes in 
groundwater temperature and 
composition. 

- --- 

are expected because the vault design includes 
a redundant combination of bulkheads, seals and backfill 
in the shafts and boreholes that would control and limit 
groundwater movement for long periods of time (Johnson 
et al. 1994b). In addition, the shafts would be remotely 
located from any vault room containing used-fuel waste 
(typically 100 m or more), thus further reducing any 
possible effects on the movement of contaminants in the 
geosphere. Most boreholes would also be located far 
from any vault room containing waste (see also the 
discussion in Section 6.7). 

Although the discharge site could become urbanized, it is 
reasonable to expect that overestimates of impact would 
always be obtained by assuming the discharge site is rural 
(Davis et al. 1993). A rural group of people tends to be 
more self-sufficient than an urban group, and they would 
tend to rely more on local water, food and other resources. 
These resources would likely be more contaminated if 
obtained from the vicinity of the discharge area. Because 
impacts are estimated for the group at most risk (the 
critical group), it is conservative to assume that they have 
the characteristics of a rural group and that the discharge 
site is rural. Urban ecosystems tend to be very limited 
compared with rural ones, thus assuming a rural setting is 
also conservative for assessing environmental impacts. 

These processes are very unlikely for plutonic rock of the 
Canadian Shield. There are no hot spots on the Shield at 
present, and no evidence that plate tectonics would move 
the Shield over any hot spots within the next 1 o4 a 
(Davison et al. 1994b). The site selection process would 
also exclude regions where such activities are of potential 
concern (Davison et al. 1994a). This factor should also be 
examined for time-scales beyond 1 o4 a. 

This table lists some of the factors that are not included in the construction of scenarios requiring 
detailed quantitative evaluation for times up to 1 o4 a. Taking into consideration their potential 
importance, we concluded they would not contribute significantly to estimates of risk within 1 o4 a. A 
brief comment supporting this decision is given in the table; more details are provided in the primary 
references for the vault model (Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) 
and the biosphere model (Davis et al. 1993). The comments also indicate whether the factor is taken 
into account for times beyond 1 o4 a. 



- The factor is a process that would not occur to any appreciable 
extent over the next lo4 a. This consideration supports the 
exclusion of factors such as (geological) metamorphic activity 
and extremely slow geochemical processes. We have also elimi- 
nated glaciation because the next onset of a major glacial epi- 
sode is not expected before about 2 x 10' a from the present 
(Davis et al. 1993). (If glaciation did occur before lo4 a, it 
is unlikely that the critical group would reside near the zones 
of potential contaminant discharge. Even if their pla.ce of 
residence did not change, their food and energy requirements 
would likely be obtained from areas outside of the discharge 
zones. Thus it is reasonable to expect that impacts would be 
larger if it is assumed glaciation does not occur.) Separate 
studies have been carried out on how a glacial episode could 
affect the biosphere (Elson and Webber 1991, Davis et al. 1993) 
and the geosphere (Davison et al. 1994b). No effects on the 
vault are expected (Heinrich 1984a, Johnson et al. 1994b). 

Some of the factors in Table 4-1 may require consideration for their poten- 
tial effects at times beyond lo4 years and are evaluated further in the EIS 
(AECL 1994a) and in the primary references for the vault model (Johnson et 
al. 1994b), the geosphere model (Davison et al. 1994b) and the biosphere 
model (Davis 1993). 

Table 4-2 lists some of the factors that passed the screening in step 3 for 
times up to lo4 a, with a brief description of why the factor is expected 
to be important: they require further quantitative evaluation and estimates 
of impact in one or more scenarios for times up to lo4 a. All these 
factors are also considered in the qualitative evaluation of impacts for 
times beyond lo4 a. 

The primary references for the vault model (Johnson et al. 1994b), the 
geosphere model (Davison et al. 1994b) and the biosphere model (Davis et 
al. 1993) discuss these factors in greater depth. 

4.1.4 Construct Scenarios 

The factorsfrom step 3 were organized into three types or groups of scenarios. 

- The first type contains most of the factors from step 3, inte- 
grated into a system model. In these scenarios, the p.rimary 
pathway leading to impacts involves normal or expected 
groundwater-mediated processes, in which waste materials are 
released from the vault, traverse the geosphere, enter the bio- 
sphere and potentially cause radiation doses to member:; of the 
critical group and other biota (and to other environmental 
impacts). The system model, described in Chapter 5, is contained 
within the computer code SYVAC3-CC3; hence we refer to this group 
of scenarios as the SYVAC scenarios. (Interim studies and the 
primary reference for the biosphere model (Davis et al. 1993) use 
the term "central group of scenarios.") 



TABLE 4 - 2  

c* 

Factor and Description Comments 

Animal Soil Ingestion Terrestrial animals routinely ingest soil inadvertently or 
sometimes purposefully to meet nutritional needs (Zach 
and Mayoh 1984). Soil may be ingested directly or 
through contaminated plants. Soil from natural salt licks 
formed by discharge of deep groundwater is particularly 
attractive to some animals. 

Backfill and Buffer Characteristics The movement of water and contaminants will be affected 
by properties such as porosity, tortuosity, hydraulic 
conductivity, temperature gradients, swelling pressure and 
sorption. 

Bioaccumulation, Bioconcentration and Contaminants may concentrate and accumulate in dif- 
Biomagnification ferent organisms, including members of the critical group. 

Bioconcentration refers to the ability of an organism to 
concentrate a contaminant from its environment, usually 
from water or soil; bioaccumulation refers to the tendency 
of an organism to continue to bioconcentrate throughout 
its lifetime; biomagnification refers to the occurrence of a 
contaminant at successively larger concentrations with 
increasing trophic level in the food web (Zach and 
Sheppard 1992). 

Boundary Conditions 

Climate (biosphere) 

Container Failure 

Processes occurring at the boundaries or interfaces 
between the waste form, container, buffer, backfill and 
rock may be important. 

A wide variety of climatic factors, such as temperature, 
precipitation and wind speed, can influence the behaviour 
and transport of radionuclides in the environment. For 
example, temperature influences heating fuel needs, 
which in turn may influence radionuclide concentrations in 
indoor air and the inhalation dose to humans. Climate is 
an important driving force for contaminant transport 
through the soil (Sheppard 1992) and the atmosphere 
(Amiro 1992b). 

Containers could fail before their design lifetime, because 
of welding or material defects, mishandling and breakage 
during transport. Long-term container failure could be 
affected by factors that include elemental solubilities, 
thermal transients (duration and temperature rise) and the 
presence and concentration of reactants (such as 
chloride, sulphide, acids and oxidants). 

- - 

continued . . .  



TABLE 4-2 (continued) 

Factor and Description Comments 

Convection, 

Correlation 

Possible failure mechanisms include delayed hydride 
cracking, pitting and uniform corrosion. 

Dispersion and Diffusion Contaminant transport may occur within the buffer, back- 
fill, rock and biosphere by these processes. Convection 
and dispersion involve transport in moving water and air; 
dispersion is caused by variations in velocity and path 
lengths and acts parallel to and transverse to the direction 
of convection. Diffusion occurs from regions of high-to- 
low chemical potential, and also acts parallel to and 
transverse to the direction of convection. (Matrix diffusion 
generally refers to the diffusion of contaminants in the 
transverse direction only.) Dispersion is a fundamental 
aspect of contaminant transport in the surface 
environment where it refers to the movement of a contami- 
nant away from its source and its dispersal in soil, water 
and air through a variety of processes. 

Discharge Zones 

Fires 

Formation of Cracks in Rock 

Model parameters are not always independent; that is, 
given a value for one parameter, the value for another 
may be restrained or fixed. Examples include different 
chemical elements that may show some degree of cor- 
relation in solubility limits in the buffer; two segments of 
adjacent rock may have a similar suite of minerals and 
subsequently similar sorption properties and conductivi- 
ties; and the amount of water a person drinks may be 
related to the amount of food consumed. 

Groundwater discharge may occur to surface water bodies 
(rivers, lakes), to a well, to unsaturated terrestrial soils, 
and to wetlands. 

Fires are routinely used to clear land for agricultural use, 
to reduce peat, to kill weeds and to remove stubble. 
Forest fires are an important natural feature on the 
Canadian Shield, occurring fairly frequently (Amiro 
1992b). The material being burned could be contam- 
inated and, upon burning, could Inject contaminants Into 
the air as gases or particulates. 

Cracks and faults could form or exist within or near the 
vault, affecting the performance of seals, grouts and the 
buffer. Cracks may form due to failed seals, excavation 
damage to the surrounding rock, faulty buffer materials, 
and voids in the buffer and backfill. 

cont inued  . . .  



TABLE 4 - 2  ( c o n t i n u e d )  

F a c t o r  a n d  D e s c r i p t i o n  Comrnen t s 

Groundshine 

Human Diet 

Human Intrusion 

Human Soil Ingestion 

Inventory 

Irrigation 

Lake Infilling 

- - -  

When outdoors, humans and other organisms may be 
externally exposed to a variety of radiation sources. 
These may include contaminated vegetation, animals, 
rocks, and buildings, but chief among them is the ground. 
Ground exposure, or groundshine, can be an important 
source of radiation. 

The diet of humans can vary greatly, both in type and 
quantity. Food types include cultivated and wild fruit, 
domestic animals, wild game, fish, mushrooms etc. Water 
is also an essential component of diet. 

Human intrusion could occur for reasons that include 
retrieval of used fuel, mineral exploration and construction 
of water wells. Intrusion to retrieve useful material is 
unlikely because of the expected cost and effort; if it did 
occur, it is reasonable to assume that those responsible 
would possess the technology to deal with the hazards. 
Mineral exploration cannot be ruled out, even though it is 
unlikely because site selection will favour a host rock that 
is of little or no known economic value (Davison et al. 
1994a). Finally, human intrusion involving the use of a 
well for drinking water and for irrigation might be 
important. 

Humans may ingest soil with food or from their hands 
(Hawley 1985). This can lead to the ingestion of con- 
taminants in the soil. 

The waste disposal system should include consideration 
of all potential sources of radiotoxicity and chemical 
toxicity. The major sources are expected to be the used 
U02 fuel and its Zircaloy sheaths. 

Watering of gardens is common practice on the Canadian 
Shield. lrrigation water from surface water or wells could 
be contaminated, and in turn could contaminate plants 
through root uptake or leaf deposition. 

Lakes on the Canadian Shield may gradually fill in and be 
transformed into wetlands and eventually dry land with 
rich soils suitable for agriculture. Lakes may also be 
drained and their sediments used for farming. Alter- 
natively, sediments might be dredged to enrich poor soils. 
In all these cases, soils could be contaminated from 
sediments. This could be important because sediments 

c o n t i n u e d . .  



TABLE 4-2 (continued) 

Factor and Description Comments 

Open Boreholes 

Precipitation and Dissolution 

Radioactive Decay 

Radiolysis 

Rock Properties 

Sediments 

may become contaminated from below, through 
discharges from the geosphere, and from above, through 
deposition from the water column. 

Boreholes inadvertently left open at the tirne of vault 
closure could modify groundwater flow and contaminant 
transport, including transport within the bc~rehole and 
within the rock surrounding the borehole. This factor is 
thought to be unlikely because the engineering designs for 
the disposal facility call for the permanent sealing of all 
boreholes, including those drilled during site 
characterization and during facility operation. Screening 
studies suggest that the situation with the greatest risk is 
where an open borehole has been drilled from the surface 
and passes close to a vault room that contains nuclear 
fuel waste. 

Solubility constraints may be important in controlling 
transport in the buffer, backfill and container. The 
dissolution rate of the waste matrices could be affected by 
local dissolution and precipitation; these processes are a 
function of temperature and other variables. 

Radioactive decay, including the ingrowth of progeny, will 
affect the movement and concentrations of contaminants. 
Members of a radioactive decay chain may have different 
sorption and transport properties, which would lead to 
differences in their transport. 

Radiolysis is the dissociation of molecules caused by the 
absorption of high-energy radiation. It may change the 
chemical environment in the vault, locally affecting the 
electrochemical potential and concentration of reactive 
radicals. 

Important features of the rock related to contaminant 
transport include porosity, tortuosity, permeability, active 
(or open) fracture joints or zones, inhomogeneities and 
structures such as layers or zones of different rock. It 
should also be recognized that rock properties such as 
permeability measured in the laboratory may be 
significantly different from in situ values. 

Contaminants may adhere to various particles suspended 
in the water column and settle to the bottom, and later 
become resuspended. The deeper, compact sediments 
may be contaminated from below, by contaminated 
groundwater discharging from the geosphere. 

continued.. 



TABTIE 4 - 2 (continued) 

- - -  - - 

Factor and Description Comments 

Soil Soil is the basis of terrestrial food webs because it is 
required by plants that carry out photosynthesis. Soil is 
also important in recycling of materials through the action 
of various invertebrates and microbes. When soil 
becomes contaminated, a variety of exposure pathways 
are opened up, most notably root uptake. Important 
factors related to contaminant transport include soil depth 
(and the different soil layers), leaching, capillary rise, pore 
water pH and soil type. 

Sorption 

Stability of U02 

Surface Water Bodies 

Sorption is a collective term used to describe the parti- 
tioning of contaminants in groundwater onto surrounding 
substrates. It is an important process in the buffer, backfill, 
rock, lake sediment, overburden and soil, and may result 
in substantial delays in contaminant transport. Sorption 
depends on factors such as characteristics of the 
contaminant, substrate and water (such as contaminant 
concentration, substrate surface area and and 
groundwater salinity). Sorption on soils is important 
because sorbed contaminants cannot be taken up by 
plants or leach or move upward by capillary rise. 

The thermodynamic stability and solubility of U02 could 
be affected by a number of variables, such as electro- 
chemical (redox) potential, pH, solutions containing 
significant concentrations of calcium or sodium ions and 
availability of organlc compiexing materials. 

It is likely that contaminants released from an under- 
ground vault would first enter the biosphere through 
discharge of deep groundwater into a lake or river. The 
fate, as well as the environmental and human impact of 
the contaminants, would then depend to a large extent on 
the physical, chemical and biological attributes of the 
surface water body. Important attributes include size, 
flushing rate, pH, sedimentation rate and productivity. 
Various exposure pathways, such as transfer to fish, 
ingestion of drinking water and water immersion, relate to 
surface water bodies. 

Temperature Effects in the Vault The heat released by the containers will increase the 
temperatures in the vault. These higher temperatures will 
affect chemical reactions in the vault, such as container 
corrosion and transport of contaminant3 by diffusion. 

continued . . .  



TABLE 4-2 (concluded) 

Factor and Description Comments 

Topography 

Uncertainties 

Topographical features of the earth's surface relevant to 
contaminant transport include outcrops and hills, surface 
water bodies, wetlands, recharge areas and discharge 
areas. 

The waste disposal system consists of many components 
that could have complex physical, chemical and biological 
interactions. Considerable uncertainties exist in modelling 
its behaviour over l o4  a; virtually all of the factors that 
could affect long-term safety have associated uncertain- 
ties that must be taken into account. 

Water Source 

Wells 

Potential water sources for humans, such as lakes, rivers 
and wells, could be contaminated to different degrees, 
and thus impacts would depend on the exact water 
source. This is particularly true for drinking water of 
humans and farm animals. 

One or more wells drilled to supply domestic or irrigation 
water may intersect the contaminant plume. They include 
high-demand wells that withdraw sufficiently large vol- 
umes of water so as to substantially perturb existing deep 
groundwater flow patterns. 

This table lists some of the factors that require detailed quantitative evaluation in the postclosure 
assessment for times up to 1 o4 a, based on consideration of their potential to influence the ability of 
the disposal system to isolate waste or to produce a safety or environmental impact. Their 
influences are discussed in the primary references for the vault model (Johnson et al. 1994b), the 
geosphere model (Davison et al. 1994b) and the biosphere model (Davis et al. 1993). Most of these 
factors are included in the SYVAC scenarios. The remainder are dealt with in the open-borehole and 
human intrusion scenarios. 

- The second type of scenarios is referred to as the open-borehole 
scenarios (also called the alternative scenario in the primary 
reference for the biosphere model (Davis et al. 1993)). They 
contain the same factors as those in the SYVAC scenarios, with 
the addition of a factor identified as "open boreholes" in 
Table 4-2. This additional factor describes an unlikely situa- 
tion in which we assume an unsealed borehole passes near the dis- 
posal vault from the surface environment. We expect that such a 
borehole could cause significant (but localized) perturbations to 
existing groundwater flow patterns. Moreover, an open 'borehole 
could become an important pathway for the transport of contami- 
nants from the disposal vault. 



- The third type of scenarios, referred to as the disruption sce- 
narios, accounts for unlikely events that could significantly 
affect the integrity of the reference disposal system if they 
occurred in the vicinity of the disposal vault. At the comple- 
tion of our analysis, we had identified only one such disruptive 
event: inadvertent human intrusion caused by a drilliriy opexd- 
tion. Its probability of occurrence is very small, so that only 
one such event needs to be evaluated. 

In constructing these scenarios, we were guided by several considerations. 

During the development of models and associated data (step 3 of Figure 4-I), 
we found it possible to include more and more factors in the SYVAC scenar- 
ios. In fact, we were able to include all but two of the factors in the 
SYVAC scenarios (and the SYVAC3-CC3 system model). This achievement is 
important because it permits more efficient use of our analytical tools for 
systems variability analysis and sensitivity analysis. 

While many important factnrs could he included in the SYVAC3-CC3 system 
model, we concluded that some factors would require a different approach. 
This is the case for the unique factors defining the open-borehole sce- 
narios and the disruption scenarios. 

For the open-borehole scenarios, our analyses (Section 6.7) make use of 
reasoned arguments supported by the interpretation of results from 
SYVAC3-CC3 to evaluate potential i~npacls. 

Evaluations of the disruption scenarios are also performed separately from 
the SYVAC scenarios. We find it is more practical to evaluate a low- 
probability scenario using a separate system model that is focussed on 
estimating impacts for the corresponding factor. Although the SYVAC 
scenarios can include a low-probability factor, estimating the impacts of 
the factor becomes inefficient when its probability is very small. For 
instance, if the SYVAC scenarios included a factor whose probability of 
occurrence is loA5, then we would need to perform about 4 x 10' randomly 
sampled simulations to be confident (at the 95% level) that the factor would 
have been sampled at least once (Andres 1986) and that its impact has been 
taken into account. 

As noted earlier, the SYVAC scenarios can be regarded as a collection of 
many scenarios. This is made possible because of the flexibility offered 
by the systems variability approach and the computer code SYVAC3-CC3 
(Section 2.3). Input parameters used by SYVAC3-CC3 are characterized using 
PDFs to account for uncertainty. SYVAC3-CC3 also permits the use of para- 
meters called switches to control the selection of mutually exclusive 
options. SwiLches describe different choices from a finite set of possi- 
bilities or scenarios; they are generally characterized using piecewise 
uniform PDFs (Figure A-6 of Section A.3 in Appendix A) to represent the 
prohahility of occurrence of different choices. 

Through the use of these switches, we have included many different sets of 
possibilities (or many scenarios) in the system model represented by 
SYVAC3-CC3. Thus SYVAC3-CC3 contains many different scenarios, which we 



refer to collectively as the SYVAC scenarios. We use switches in SYVAC3-CC3 
to control choices (selection of scenarios), such as 

- whether the critical group's source of drinking water is a well 
or a lake; 

- whether the critical group uses lake sediments as soil for the 
garden ; 

- whether the critical group's garden is irrigated (and whether the 
water is from the well or the lake); 

- whether the forage field used by domestic and wild animals is 
irrigated; 

- whether the critical group's household is relatively large or 
small; 

- whether the critical group uses wood or peat as a s0urc.e of 
household heat; 

- whether the critical group uses organic or inorganic building 
materials; 

- whether the fields used by the critical group have clay, loam, 
organic or sandy soil; and 

- whether (and to what extent) the rate of water withdrawal from a 
well affects groundwater flow pathways and hydraulic heads at 
depth in the rock of the geosphere. 

We have assumed these choices are mutually exclusive. For exampl-e, we 
assume either a lake or a well serves as the source of drinking water for 
an individual, although in reality both may be used at the same time or at 
different times over the lifetime of the individual. Because they are 
mutually exclusive, our analysis will examine the extreme cases, an impor- 
tant aspect of any assessment. Moreover, we can also weight the estimates 
of impact from the extreme cases to examine intermediate cases, if it is 
suspected that an intermediate case yields larger impacts. 

Figure 4-3 illustrates how four of the switches used in SYVAC3-CC!3 cover 32 
scenarios. 

We can also identify many other scenarios in SYVAC3-CC3 that are not expli- 
citly associated with switch parameters. For example, we could define 
scenarios such as 

- The "overburden-wellffscenario. One parameter used to characterize the 
well is its depth. We define the overburden-well scenario to 
cover those situations in which the well is relatively shallow 
and is confined to the overburden. The bedrock-well scenario 
would describe situations in which the wells extend into the 
bedrock. 



- The "high-demand well" scenario. The volume of water withdrawn from the 
well is calculated from a number of parameters, such as size of 
the critical group and whether the well is used for both drinking 
water and irrigation. We define the high-demand well scenario to 
cover situations where the volume of water withdrawn is large 
enough to perturb substantially existing groundwater flow pat- 
terns. For a well located in the WRA, such 3erturbations would 
occur for well demands of the order of lo4 m /a (Reid and Chan 
1988, Reid et al. 1989, Davison et al. 1994b). 

- The "early container failure" scenario. Several parameters are used to 
describe the rate of failure of containers, and combinations of 
values may be used to define situations where there is a larger- 
than-average failure rate attributed to initial fabrication 
defects. Another combination of values may be used to define 
situations in which the primary failure mechanism is crevice 
corrosion. 

- The "large groundwater velocity" scenario. Uncertainties in qroundwater 
velocities throughout the geosphere are described using a ground- 
water velocity scaling factor (Section 5.4) whose PDF range covers 
several orders of magnitude. We may define a large groundwater 
velocity scenario to correspond to those situations where veloci- 
ties are greater than average. 

The number of possible scenarios can quickly rise to an unmanageable number 
when all the switch and other parameters (such as the depth of the well) are 
considered one by one; for example, the 32 scenarios in Figure 4-3 are due 
to only four switch parameters. However, all of these scenarios are 
included in SYVAC3-CC3. Thus all can be evaluated together to give inte- 
grated estimates of impact. In addition, sensitivity analyses of SYVAC3-CC3 
will identify which of these scenarios yield larger estimates of impact. 

To evaluate all of the scenarios in SYVAC3-CC3, we follow a probabilistic 
approach (Section 2 . 3 ) ,  in which we analyze thousands of randomly sampled 
simulations. That is, for each simulation, we randomly select a value for 
every parameter from its PDF. This random sampling includes all switches, 
and.thus we will select the intended mix of scenarios. For example, if the 
probability of occurrence of the well scenario is 0.5, then it is reflected 
in the PDF for the well-usage parameter, and we sample this scenario 
(about) 500 times in 1000 simulations and 20 000 times in 40 000 simula- 
tions. The risk associated with the SYVAC scenarios is proportional to the 
arithmetic average of the annual dose estimates (ADE) from the thousands of 
randomly sampled simulations (Section 1.4 and Appendix C). Thus our calcu- 
lation of average annual dose and risk involves the appropriate number of 
simulations in which a well serves as the source of drinking water for the 
critical group. In addition, our sensitivity analyses (Section A.4 in 
Appendix A) will identify whether the use of the well is an important fac- 
tor in the estimate of average annual dose and risk, because the well usage 
parameter is simply another parameter whose influence can be determfned. 



EIS 6-4.3 

FIGURE 4-3: Combining Scenarios Using Switch Parameters 

The circles represent three independent parameters defining mutually exclusive choices: 

- a well (or a lake) may be used as the source of domestic water, 
- irrigation of the garden may (or may not) be practised, and 
- wood (or peat) may be used as a source of heating fuel. 

The four layers shown represent another parameter that we assume has four mutually exclusive 
choices: the soil type may be clay, loam, organic or sandy soil. In all, there are 2 x 2 x 2 x 4 = 32 
different possibilities. These 32 possibilities, or scenarios, are analyzed together in SYL'AC3-CC3, 
using four switch parameters. 

Althuugh we h d v e  iricluded as many factors as possible In the SYVAC scenar- 
ios, we have also recognized that it may be desirable to estimate impacts 
from some particular subset of possibilities. This capability was allowed 
for during the constr~lctinn of SYVAC3-CC3. If desired, we can interroqatc 
the complete set of simulation results to extract results from selected 
simulations. By way of example, we can calculate the average annual dose 
for the simple situation in whfch the critical group obtains its drinking 



water from a well. We can also calculate the average annual dose for the 
more complex situation in which the soil type fs clay, irrigation is prac- 
tised, a well is used as the source ot domestic water, and wood is used as 
the source of heating fuel. 

The set of scenariosfrom step 4 was reviewed to identify those that require quantitative evaluation in the 
postclosure assessment. 

This screening step played an important role in the scenario-analysis pro- 
cedure that led to the results summarized here. Interim screening dealt 
with a number of possible scenarios (such as a high-demand well scenario), 
which are now included within the SYVAC scenarios (Goodwin et al. 1994). 

We concluded that all three scenarios require quantitative evaluation, and 
they are therefore examined in Chapter 6. Note that this conclusion 
applies specifically to the reference disposal system; results may be dif- 
ferent for another disposal system. 

This last step in scenario analysis has two objectives: to deflne more precisely the scenarios requiring 
quantitative evaluation and to determine how they should be handled in the postclosure assessment. 

The following three sections outline the SYVAC, open-borehole, and disrup- 
tion scenarios. More details are provided in Chapter 5 for the SYVAC sce- 
narios and in Sections 6.7 and 6.8 for the open-borehole and disruption 
scenarios. 

The SYVAC scenarios contain most of the factors listed in Table 4-2 and are 
focussed on groundwater-mediated processes affecting the performance of the 
reference disposal system. We conservatively assume their probability of 
occurrence is unity in the calculation of risk. 

In the SYVAC scenarios, groundwater in the rock surrounding the disposal 
vault saturates the buffer and contributes to the corrosion of the titanium 
containers. The groundwater thus controls the release of contaminants and 
their transport through the engineered and natural barriers to the surface 
environment. Specific pathways to the surface include fracture zones and a 
water-supply well that could intercept the contaminated groundwater, includ- 
ing a high-demand well that might substantially alter existing groundwater 
flow patterns. Once in the surface environment, the contaminants could 
potentially cause radiological or chemical toxicity effects if they were to 
come in contact with people or other organisms at sufficiently high concen- 
trations. Other factors in the SYVAC scenarios include contaminant pathways 
in the biosphere and the properties of the critical group. 

Chapter 5 describes how the SYVAC scenarios have been modelled for the 
reference disposal system. More details of the models and data are given in 



the primary references for the vault model (Johnson et al. 1994b), the geo- 
sphere model (Davison et al. 1994b) and the biosphere model (Davis et al. 
1993). Results from the quantitative evaluation of the SYVAC scenarios are 
described in Sections 6.2 to 6.6. 

THE OPEN-BOREHOLE SCENARIOS 

The open-borehole scenarios describe a situation in which one or more open 
boreholes pass near the vault from the surface. They also contain all the 
factors in the SYVAC scenarios; for example, they include a critical group 
that obtains its food and water from local sources. 

Open boreholes could have significant local perturbations on the groundwater 
flow fields in and near the disposal vault. They could also provide impor- 
tant pathways affecting the movement of contaminants from the di.sposa1 vault 
to the biosphere. 

Plans to decommission and close the disposal facility include the careful 
sealing of all boreholes, but there is a possibility that one or more deep 
boreholes may remain open after closure. We could not quantify an associ- 
ated probability of occurrence at the time the scenario was first identi- 
fied. However, we show in our analysis of the open-borehole scenarios that 
they would not contribute significantly to the radiological risk., because 
three quality assurance procedures would minimize the likelihood that a 
borehole would remain open at the time of vault closure. (In reaching this 
conclusion, we make use of quantitative results obtained for the SYVAC 
scenarios.) Our analysis of the open-borehole scenarios is documented in 
Section 6.7. 

4 . 4  THE DISRUPTION SCENARIOS 

We identified only one disruptive event, inadvertent human intrusion, that 
is likely to contribute significantly over lo4 a to the risk associated with 
the reference disposal s stem. Its probability of occurrence is extremely 
small, less than 5 r lo-' for all times up to lo4 a (Section 6 . 8 1 ,  so that 
just one such event needs to be evaluated. The corresponding scenarios are 
called the inadvertent human intrusion scenarios. 

The inadvertent human intrusion scenarios describe activities involving 
drilling, mining or blasting that are carried out in the vicinity of the 
disposal vault. We assume that the intruder is not aware of the presence of 
the disposal vault and its potential hazards. We do not include a number of 
possibilities in these scenarios. 

- We exclude deliberate intrusion that might occur if, for example, 
some group attempted to recover the materials in the vault. we 
assume that a society desiring these materials would b~e aware of 
and capable of dealing with the hazards involved. 

- We also exclude the construction and use of a water well. This 
situation is included in the SYVAC scenarios, where we assume that 
the critfcal group may obtain their domestic water and irrigation 
water from a well, and that the well may intercept a contaminated 
groundwater plume. 



Humans have the potential to inadvertently by-pass all or some of the'natu- 
ral and engineered barriers and may come into direct contact of the waste 
by moving material trom the disposal vault into the surface environment. 
Merrett and Gillespie (1983) concluded that such activities would be un- 
likely because the disposal vault is relatively small compared with the 
total area of the Shield, it is locatcd at a great depth, and it would be 
sited in rock that is of low economic value. (One of the siting criteria 
for the vault will be the absence of any mineral or other valuable 
resources (Eedy and Hart 1988, Davison et al. 1994a).) 

Section 6.8 describes our analysis for times up to lo4 a. It includes an 
outline of the system model used to estimate impacts and a discussion of 
these impacts. 

5.1.1 Introduction 

In Chapter 2, we pvir~Led ouL t h d t  mathematical models are developed and 
then used to provide quantitative estimates of impacts for the postclosure 
assessment. The models must represent the entire disposal system, account- 
ing for all factors identified hy s c e n a r i o  analysis (Chapter 4 )  as impor- 
tant to the safety of the concept. 

Ideally, the models (and associated data) would provide an accurate and 
quantitative description of the behaviour of the entire disposal system. 
This goal is not always possible because we must extrapolate and extend our 
current understanding far into the future. In developing these models and 
data, we often introduce simplifications and assumptiuns, b u t  when we do so 
they are generally chosen so as to overestimate impacts. We believe the 
overall effects of the simplifications and assumptions are such that the 
system model and associated data overestimate the potential impacts. 

In the sections that follow, we present an overview of the system model and 
associated data for the SYVAC scenarios (discussed in Section 4.2) that are 
assessed in this study of the reference disposal system. The system model 
is a sequential chain of mathematical models used to describe the behaviour 
of the vault, geosphere and biosphere components of the disposal system. 
~t is used to estimate impacts and to identify features important to lonq- 
term safety. The model and data are implemented under the control of the 
computer code SYVAC3 (described in Section A.3 of ~ppendix A). 

The system model and data described below (and in Sections 5.2 to 5.8) 
represent the reference disposal system for the SYVAC scenarios. More 
detailed discussion on the models and data are provided in the primary 
references for the vault model (Johnson et al. 1994b), the geosphere model 
(Davison et al. 1994b) and the biosphere model (Davis et al. 1993). These 
primary references include discussion of the assumptions made in construct- 
ing the models and justification of the d a t a  u s e d  in the models. 



5.1.2 Development of the Svstem Model 

The system model and data have been developed and refined over many ycars; 
earlier versions (not necessarily based on studies at the WRA) have been 
documented elsewhere (Wuschke et al. 1981, 1985; Heinrich 1984b; Heinrich 
and Andres 1985; LeNeveu 1986; Mehta 1985; Goodwin et al. 1987a,c; Garisto 
and LeNeveu 1989, 1991; Engel et al. 1989; Chan et al. 1991). T'he model 
and data used in this assessment represent the state of development for the 
reference disposal system at the end of 1992. Further development would 
occur as more information becomes available. Changes would certainly be 
required for the assessment of an actual site being considered for 
disposal. 

The development of the models and data is guided by three Model Working 
Groups, one for each of the vault, geosphere and biosphere models, which 
make up the system model. The members of the groups, experts in the rele- 
vant scientific and engineering disciplines, established the contents of 
their respective parts of the system model and the interconnections with 
other parts. For example, the groups have concurred that the heat gen- 
erated by the vault will not signiticantly alter temperatures in the 
surface environment. Thus they have indicated that the system model need 
not evaluate the effects of temperature rises in the biosphere near the 
vault. On the other hand, the vault model Working Group has recommended 
that elevated temperatures in the vault must be considered for effects on 
container corrosion. The recommendations and decisions of the Model Work- 
ing Groups are fully documented in the primary references for the vault 
model (Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) 
and the biosphere model (Davis et al. 1993). 

5.1.3 Features ot the Svstem Model 

The system model of the reference disposal system is fully integrated and 
includes all thc important factors identified for the SYVAC scenarios as 
relevant to the quantitative safety assessment for times up to lo4 a. It 
provides estimates of environmental impacts, notably annual radiation dose 
to members of the critical group. This estimated annual dose can then he 
used to calculate the radiological risk for comparison with the risk cri- 
terion (AECB 1987a). The system model also provides estimates of annual 
radiation dose to other organisms and concentrations of contaminants in the 
biosphere tor evaluation and comparison with other applicable criteria, 
standards and guidelines, particularly those relevant to assessing environ- 
mental impacts. 

The system model can also be used to assess the safety-related pserformance 
of individual components, such as rate of failure of the containers, and to 
estimate the location of contaminants in the disposal system at specified 
times. 

One such component of the model of the reference disposal system warrants 
special mention because it was deliberately introduced to help iinprove our 
understanding of its importance to safety. This component, a planar frac- 
ture zone in the rock, has been observed at the WRA, the site used as the 
basis for the geosphere model (Davison et al. 1994b). We have assumed that 



this fracture zone (referred to as fracture zone LD1) extends to a greater 
depth than is actually observed, and passes downwards through the plane of 
the hypothetical vault. Fracture zones are common in plutons on the 
Canadian Shield; thus our model of the reference disposal system includes 
LD1. We show in Chapter 6 that its properties are important to the perfor- 
mance of the disposal system and that our assumptions regarding iLs p r u p e r -  
ties are conservative. From an analysis of its effects, we are able to 
point to design constraints on the reference disposal system that would 
lead to improved performance. We use one such design constraint, related 
to the layout of the vault relative to LD1, to develop a final design of 
the reference disposal system (Section 6.2). 

Figure 5-1 illustrates the system model for the reference disposal system. 
To simplify the mathematical simulation procedure, we use separate models 
to describe the vault, geosphere and biosphere, with linkages to connect 
the vault and geosphere models, and the geosphere and biosphere models. 
The three models and two linkages, considered together, represent the 
entire waste disposal system considered in the postclosure assessment of 
the SYVAC scenarios. 

The three models simulate the processes described below. 

Vault Model: Figure 5-2 and Table 5-1 summarize the properties of the 
engineered features in the vault that are important in the description of 
the vault for the reference disposal system. These features include the 
U02 fuel pellels, used-Iuel burldles, cunldiners, buffer and backfill. 

The vault model simulates these features with mathematical equations 
(Johnson et al. 1994b) that describe 

- the inventories of contaminants in the U02 fuel matrix and 
Zircaloy fuel sheaths, which change as a function of time due to 
radioactive decay; 

- the corrosion of the containers that eventually leads to pene- 
tration by groundwater and the release of contaminants; 

- the release of contaminants dissolved in groundwater to the 
buffer from the [ J 0 2  fuel matrix and the Zircaloy fuel sheaths. 
This release starts when a container fails (we assume that the 
Zircaloy sheaths would fail relatively quickly, and thus they 
would not offer additional protection to the fuel matrix); 

- the transport of contaminants in groundwater through the buffer 
and backfill; and 

- the net release of contaminants in groundwater to the rock 
surrounding the vault. 

The link between the vault and geosphere models ensures that groundwater 
movement near and inside the vault, and contaminant movement out of the 
vault, are consistent wfth the hydrogeologfcal conditions in the surround- 
ing geosphere. 
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FIGURE 5-1: Illustration of the system Model for the Keference Disposal 
System 

The system model contains all features judged to be important for the SYVAC scenarios that are 
examined for the reference disposal system and used to estimate the performance and safety of the 
entire system. It consists of three linked models representing the vault, geosphere and biosphere. 
The vault model simulates the release of contaminants from the containers and waste form and their 
transport through buffer and backfill to the rock surrounding the vault. The geosphere model simu- 
lates the transport of contaminants from the vault through the rock of the geosphere to discharge 
zones in the biosphere. The biosphere model simulates the transport of contaminants in the water, 
air and soil of the biosphere and estimates subsequent impacts, such as annual radiation dose to 
individuals of the critical group and to nonhuman biota. Information from an extensive research and 
development program is used to formulate the models and to provide data for the models. 

The linkage between models is represented by two-headed arrows connecting the models and show- 
ing that information can flow both ways. For example, groundwater flow characteristics in the geo- 
sphere model affect the release of contaminants from the vault model, and contaminant releases 
from the vault are used in the geosphere model. Similarly, usage of a well by the critical group in the 
biosphere model affects groundwater flow to the well in the geosphere model (and can even affect 
groundwater flow near the vault), and the characteristics of the geosphere model affect the ability of 
the well to supply water. 



Buffer: . Wall Thickness - Inventory of - Inventory of 
Thickness Capacity Factor Contaminants in Contaminants 
Capacity Factor Zircaloy Sheaths in U02 Matrix 

Corrosion Rate . Backfill: Solubility of Solubility of 
Thickness Zircaloy in U02 Matrix in 
Capacity Factor, Groundwater Groundwater 
Water Flow 

FIGURE 5-2: Important Engineered Features and Natural Barriers 

This figure illustrates the different scales of barriers in the disposal system and lists some of their 
important properties. The U02 fuel pellet, for example, is an effective barrier because it would 
dissolve very slowly in groundwater, and thereby inhibit the release of contaminants. Its important 
properties include the solubility of the U02 matrix and the inventory of contaminants associated with 
used fuel. A summary of the properties and associated models for these barriers is provided in 
Sections 5.2 through 5.6, with more detail in the primary references for the vault model (Johnson et 
at. 1994b) and the geosphere model (Davison et as. 1994b). 



TABLE 5-1 

PROPERTIES OF ENGINEERED FEATURES AND NATURAL BARRIERS USED 

IN THE VAULT AND GEOSPHERE MODEL CALCULATIONS* 

- -  - - - 

Properties of Engineered Features 
and Natural Barriers 

Model Calculaticlns 

U02 Fuel Pellets Inventory of contaminant in U02 matrix as a 
ln~tial contaminant inventory in the U02 matrix, function of time 
half-llfe 

Contaminant-release rate from the U02 matrix 
Solubility of U02 matrix in groundwater once a container has failed 

Used-Fuel Bundles Inventory of contaminant in Zircaloy as a function 
Initial contaminant inventory in Zircaloy, half- of time 
life 

Contaminant-release rate from Zircaloy once a 
Solubility of Zircaloy matrix in groundwater container has failed 

Used-Fuel Container Container failure as a function of time 
Thickness of container wall, corrosion rate, 
initial defects Congruent-release rate of contaminant to the 

buffer 
lnventory of instant-release contaminant; half- 
life; volume and surface area of container Instant-release rate of contaminant to the buffer 

Buffer Layer Contaminant-release rate to the backfill and to 
Buffer thickness, contaminant solubility, the surrounding rock 
capacity factor, half-life 

Backfill Layer Contaminant-release rate to the surrounding rock 
Backfill thickness, permeability tortuosity; 
water velocity; contaminant capacity factor, 
half-life 

Vault Location Net contaminant release from all parts of the 
Distance to nearby geological features, vault vault to the geosphere 
sectors, vault depth, characteristics of the 
surrounding rock 

Rock Layers, Fracture Zones, Well Groundwater velocities near the vault, volumetric 
Rock thickness, porosity, tortuosity, perme- flow rate to the biosphere, and contaminant- 
ability, dispersivity; well depth and demand; release rates to the well and surface discharge 
contaminant retardation factor, diffusion zones 
coefficient, half-life 

* 
The left-hand column lists important properties of the engineered features and natural barriers of 
the reference disposal system (see also Figure 5-2). The right-hand column shows how they are 
used in the model calculations. The properties of the U02 pellets, for example, include the initial 
inventories of contaminants. These properties, along with radioactive half-lives of radioactive iso- 
topes, are used to calculate the amount of contaminants in the fuel pellet as a function of time. 



m: Figure 5-2 and Table 5-1 summarize the properties of the 
barriers that are important in the geosphere model of the reference dis- 
posal system. One important barrier is the extensive mass of rock that 
isolates the vault from the biosphere, which is a function of the vault 
depth. Another important feature is the location of the vault relative to 
nearby geological features. As noted earlier, for the reference disposal 
system, we have assumed that the hypothetical vault is located near a frac- 
ture zone, LD1. Moreover, we have assumed that LD1 extends downwards past 
the plane of the vault and has good hydraulic connections with other fea- 
tures (Davison et al. 1994b). Our analysis (Chapter 6) shows that the 
distance separating the vault and LD1 has a strong influence on the safety 
of the disposal system. 

The geosphere model uses mathematical equations (Davison et al. 1994b) to 
describe 

- groundwater movement through the rock surrounding the vault and 
the overburden near the surface of the rock mass, including 
preferential movement through fracture zones and the effects of 
drawing water from a well; 

- the movement of contaminants in the groundwater in the geosphere; 
and 

- the net release of contaminants into the biosphere at a well and 
surface discharge zones (Lhr.ee surface discharge locations are 
modelled for the reference disposal system). 

The link between the geosphere and biosphere models ensures that both 
models are consistent with respect to groundwater and contaminant movement. 
It also ensures that well-water demand does not exceed the capacity of the 
groundwater flow system to supply water. 

V ~ o d e l :  The features of the biosphere model are summarized in 
Figure 5-3 and Table 5-2. Figure 5-4 shows the major pathways of con- 
taminant transfer through the geosphere and the biosphere to man, based on 
our analysis for the reference disposal system (described in Chapter 6). 

The biosphere model uses mathematical equations (Davis et al. 1993) to 

- describe the movement of contaminants through soil, plants and 
animals, the water and sediment of a lake, and the local 
atmosphere near the discharges from the geosphere; 

- estimate the concentrations of contaminants in the soil, water 
and air in the local habitat of the critical group and other 
biota ; 

- estimate annual radiation dose to an individual in the critical 
group caused by ingestion and inhalation of the contaminants and 
by exposure to radiation from contaminants in the environment; 
and 

- estimate radiation doses to nonhuman biota 



The numbered arrows indicate the direction of 
movement: - 1 to 4 are discharges from the geosphere to 

lake water, compacted sediment, soil and Well 

Poultry Products 

water. 
- 5 and 19 identify losses from the biosphere 

through lake discharge and atmospheric 
dispersion. - 6, 7, 10, 11, 13, and 23 to 25 are transfers 
from the lake to mixed sediments, to soil 
(irrigation), to leaves of forage and garden 
crops (irrigation), to air, to terrestrial animal 
products, to fish and to man (ingestion). 

- 8, 12, 14,22, and 29 are transfers from well 
water to soil (by irrigation), to leaves of garden 
craps (irrigatian), to indaor air, to terrestrial 
animal products and to man (ingestion). 

- 9, 15,21, and 30 are transfers from soil and 
sediment to plants (root uptake), to air, to 
terrestrial animal products and to man 
(ingestion). 

- 16,17, and 31 are transfers from air to soil 
(deposition), to plant leaves (deposition) and to 
man (inhalation). 

- 18,20, and 27 are transfers from plants to air, 
from forage crops to terrestrial animal 
products, and from garden crops to man 
(ingestion). 

- 26 is the transfer from fish to man (ingestion). 
- 28 is the transfer from terrestrial animal 

products to man (ingestion). 
- 32 to 37 show external exposure routes to 

man, involving exposure to wooden building 
materials, lake water, air, well water, soil and 
sediments, and inorganic building materials. 

I Currlarrrir~arlls Di>~lraigrd from tlle Qeosphere in Qroundwater N 
EIS 6-5.3 

FIGURE 5-3: The Main Transfers Through Which Contaminants Move from the 
Geosphere into the Biosphere and to Man (the numbered arrows 
indicate the direction of movement) 



TABLE 5-2  

P P E DFL* 

Pathway Description 
- - - - - - - - - - 

Uptake from Soil 
1. Soil/plant/meat/man - Used to estimate dose to man from the 
2. Soil/plant/milk/man ingestion of animal products and 
3. Soil/plant/bird/man plants, arising from the uptake of 
4. Soil/plant/man contaminants from soil 

Atmospheric Deposition 
5. Air/plant/meat/man 
6. Air/plant/milk/man 
7. Air/plant/bird/man 
8. Air/plant/man 

Ingesting Water 
9. Water/meat/man 

10. Water/milk/man 
11. Water/bird/man 
12. Water/man 

- Used to estimate dose to man from the 
ingestion of animal products and 
plants, arising from the deposition of 
contaminants on plant leaves (includes 
deposition from irrigatinn water) 

- Used to estimate dose to man from the 
ingestion of animal products and 
water, arising from contaminated 
drinking water and irrigation water 

Ingesting Soil 
13. Soil/meat/man - Used to estimate dose to man from the 
14. Soil/milk/man ingestion of animal products and soil, 
15. Soil/bird/man arising from direct intake of contam- 
16. Soil/man inated soil by the animal or man 

Other Internal Routes 
17. Fish/man - Used to estimate dose to man from the 
18. Inhalation ingestion of fish from a contaminated 

lake and from the inhalation of con- 
taminated air 

External Routes 
19. Air 
20 Water 
21. Ground 
22. Wood 
23. Inorganic 

- Used to estimate external doses to man 
from immersion in contaminated air and 
water, reflection from contaminated 
ground (groundshine), and exposure to 
buildings constructed of wood and 
inorganic material 

* 
This table identifies the 23 pathways that are simulated in the biosphere model for the reference 
disposal system and that would lead to impacts to an individual of the critical group. For example, 
the first pathway involves contaminant transport from soil to plants, from plants to the edible meat 
of animals, and from meat to man (the arrows numbered 9, 20 and 28 in Figure 5-3). To describe 
this pathway, the biosphere model uses parameters such as soil type and depth and transfer 
factors from plants to animal meat to estimate contaminant concentrations in animal meat, and 
parameters relating to diet to estimate radiation dose to an individual in the critical group. The 
source of contamination is groundwater from the geosphere, which may enter the biosphere at the 
lake, the soil and sediment, or the well (Figure 5-3). 



FIGURE 5-4: Major Pathways in the Biosphere 

The arrows indicate the pathways found to be important in this assessment. One such pathway 
leads from the vault through a region of sparsely fractured rock to fracture zone LD1, to the well, to 
plants through irrigation of a garden with well water, and then to humans who consume the plants as 
food. Another involves ingestion of well water. Other pathways, such as inhalation of contaminated 
air, are included in the system model but do not appear in this figure because they are less important. 

We use these estimates of contaminant concentrations and annual doses to 
evaluate the expected impacts of the reference disposal system on public 
health and the environment. 

DESCRIPTION OF THE VAULT MODEL 

This section describes the main features of the vault and vault model that 
are important for the postclosure assessment of the SYVAC scenarios for the 
reference disposal system. Further details, including justification of the 
assumptions and data used by the model, are provided in the primary refer- 
ence for the vault model (Johnson et al. 1994b). 



Description of the Vault 

In the conceptual vault design, access shafts connect the surface to the 
vault level, where tunnels lead through the rock to rooms in which the 
waste containers are emplaced (AECL 1994a, Simmons and Baumgartner 1994). 
Figures 5-5 and 5-6 illustrate some features of the reference disposal 
system that are analyzed in the postclosure assessment. 

The reference disposal vault has dimensions of (about) 1700 by 1900 m and 
is at a depth of about 500 m. These dimensions are slightly different from 
those in the general concept (AECL 1994a, Simmons and Baumgartner 1994), 
for reasons discussed below. During operation of a disposal vault, there 
would be both surface and subsurface facilities. We assume in the post- 
closure assessment that the surface facilities have been removed. We also 
assume that shafts and boreholes leading to the vault have been thoroughly 
sealed and that all vault rooms, tunnels and subsurface facilities have 
been backfilled. (The open-borehole scenarios, discussed further in 
Section 6.7, examine a situation in which we assume an open borehole passes 
near a vault room.) 

Figures 5-5 to 5-7 illustrate an important feature that is evaluated in the 
assessment: we assume that the fracture zone, labelled LD1, extends down- 
wards past the plane of the vault. (Recent geological studies of the WRA 
indicate that LD1 does not extend to this depth (Davison et al. 1994b), and 
we evaluate the subsequent implications in Section 8.2.6.) The presence of 
LD1 has been included as part of the reference disposal system, so that we 
could examine how a nearby extensive fracture zone could affect the perfor- 
mance of the disposal system. 

Figures 5-5 and 5-6 show that the lengths of the rooms nearest LD1 are 
shorter than the other rooms. These shortened lengths and the position of 
the vault relative to LD1 are made so that there exists a region of rock 
between the rooms toward the right-hand end of the vault and the fracture 
zone. The closest distance in a horizontal direction from LD1 to the waste 
emplacement part of any room is about 150 m, but the closest perpendicular 
distance is only about 50 m (see Figure 5-7) because the plane of the 
fracture zone is inclined at a shallow angle of about 18" relative to the 
plane of the vault, passing above the vault (Davison et al. 1994b). We 
refer to this 50 m as the waste exclusion distance. Geological observa- 
tions indicate that the rock within this zone is relatively free of frac- 
tures and has a low permeability. (Detailed engineering drawings of the 
vault layout relative to fracture zone LD1 show that the closest horizontal 
and perpendicular distances are 150.5 and 46.5 m respectively. We use 
these more precise values in our calculations.) 

We considered several options to achieve this waste exclusion distance. We 
started with the description of the vault in the general concept, for which 
the vault is 2000 m2 and contains 191 000 Mg U (AECL 1994a, Simmons and 
Baumgartner 1994). For this postclosure assessment study, we chose to 
eliminate that portion of the disposal vault near LD1, such that there 
would be a waste exclusion distance of about 50 m and such that the vault 
rooms are beneath LDl. This choice allowed for the best use of available 
geological and hydrogeological information in the vault model. However, it 
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FIGURE 5-5: The Design of the Vault for the Reference Disposal System 

The vault is about 500 m below the surface and consists of numerous tunnels and shafts and a total 
of 434 disposal rooms that are entered through 7 access tunnels (some detail cannot be resolved 
using the scale in the figure; for example, the rooms leading from access tunnel 2 do not connect 
with those from access tunnel 3). The inset illustrates a cross section of a typical disposal room. 

The rooms leading from access tunnel 7 are shorter than the other rooms (see also Figures 5-6 and 
5-7). The location of the vault is such that there is a region of rock about 150 m long (horizontally) 
between fracture zone LD1 and the waste emplacement part of the nearest room. However, the 
plane of LD1 is inclined at a shallow angle, so that the closest perpendicular distance to LD1 is only 
about 50 m. This is the waste exclusion distance, designed to isolate nuclear fuel waste from LD1. 

For the postclosure assessment, we assume that all surface facilities have been removed, the shafts 
have been completely sealed, and all rooms, interconnecting tunnels and subsurface facilities, have 
been backfilled. 



Underaround 

FIGURE 5-6: Overhead View of the Vault for the Reference Disposal System 

The vault consists of 434 disposal rooms (note the short length of rock separating rooms such as 
those entered from access tunnel 2 and those entered from access tunnel 3). Most rooms are 234 m 
long, with 200 m for waste emplacement and 34 m for bulkheads. The exceptions are the rooms 
leading from access tunnel 7, which have a waste emplacement area only 105 m long. We assume 
in the postclosure assessment that all excavated openings are backfilled and sealed, including the 
access tunnels, disposal rooms, upcast shaft complex and underground facilities. 

A waste exclusion distance of about 50 m isolates fracture zone LD1 from the waste emplacement 
part of the rooms closest to LD1. To achieve this waste exclusion distance, we have chosen an 
option (discussed in Section 6.2) in which vault rooms nearest the fracture zone are shortened (to 
105 m), with an associated change to the vault dimensions. 
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FIGURE 5-7: Cross Section of a Vault Room Located near Fracture Zone LD1 

This cross section illustrates some detail of a vault room closest to fracture zone LD1 for the 
reference disposal system. The waste exclusion distance is the length of the interposing region, 
containing sparsely fractured rock, that isolates the waste emplacement part of a room from the 
fracture zone. The distance in a horizontal direction from a container in the rooms closest to LD1 is 
about 150 m; however, the nearest distance is about 50 m because LD1 is inclined at a shallow 
angle (about 180) to the plane of the vault. 

also corresponds to a vault that is smaller in size than that described by 
Simmons and Baumgartner (1994) and to a reduced inventory of uranium, 
162 000 Mg U. Section 6.2 discusses the analyses related to this choice. 

Figure 5-8 shows details of a vault room of the reference disposal system 
that contains the nuclear fuel waste. A typical reference disposal system 
vault room is 200 m long (234 m including bulkheads), 8 m wide and 5.5 m 
high at the centre. Rooms nearest LD1 are smaller (105 m long). Each room 
contains boreholes in the floor, three abreast and separated by 2.1 m 
(centre to centre). Each borehole, measuring 1.24 m in diameter and 5.0 m 
long, holds a sealed container made of Grade-2 titanium that accommodates 
the nuclear fuel waste. A typical vault room has 288 boreholes. Glass 
beads are used to fill the void space in each container and to provide 
internal mechanical support. The containers are completely surrounded by a 
thin layer of sand, which in turn is surrounded by a thicker layer of a 
low-permeability clay-sand mixture called the buffer. 

The clay in the buffer becomes plastic and swells when it is wetted. It 
would form an impermeable layer, and there would be essentially no flow of 
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FIGURE 5-8: Four Views of a Typical Disposal Room for the Reference 
Disposal System 

View (a) is a three-dimensional view of part of a room. View (b) is an overhead view, showing the 
pattern of boreholes drilled in the floor of the room. Views (c) and (d) are cross sections taken down 
the length and across the width of a room respectively. The waste containers are placed into the 
boreholes, surrounded by a thin layer of sand (not shown in the figure), which in turn is surrounded 
by a thicker layer of a low-permeability bentonite clay called the buffer. After closure, the remainder 
of each room is filled with a mixture of glacial lake clay and crushed rock called the backfill. 



water in the buffer. Consequently, the transport of contaminants is effec- 
tively limited to very slow diffusion through the water contained within 
the buffer. Many contaminants also sorb onto the clay, thus further slow- 
ing their movement within the buffer. 

The spaces in the rooms and tunnels are filled with backfill consisting of 
a low-permeability mixture of glacial lake clay and crushed rock, and with 
concrete bulkheads in different locations. All shafts and boreholes are 
sealed with low-permeability concrete plugs, with the rest of the volume 
filled with crushed rock, clay and grout. Contaminants could move through 
the backfill by two mechanisms: by transport in slowly moving groundwater 
and by diffusion in groundwater away from regions of higher concentration. 

We expect that these barrier properties will not change significantly in 
the vault environment for at least lo4 a (Johnson et al. 1994b, Davison et 
al. 1994b), the time frame of concern for quantitative estimates of impact. 

Features of the Vault Model 

The mathematical description of the vault, or the vault model, is used to 
simulate the release and transport of contaminants within the vault. It 
includes the processes in which groundwater that has entered the vault suc- 
cessively corrodes the containers, dissolves the waste, and mediates the 
movement of contaminants through the buffer and backfill to the rock sur- 
rounding the vault. 

The model for the reference disposal vault employs characteristics of the 
vault required to simulate these processes. Some characteristics are 
related to a simplified geometry of the vault. We identify two important 
levels of simplification: 

The three-dimensional geometry of the containers, buffer, backfill 
and surrounding rock is represented as planar layers, and we use 
only one spatial variable to describe the thickness of each layer 
(Garisto and LeNeveu 1989). This simplified one-dimensional 
transport geometry is illustrated in Figure 5-9; contaminant 
movement is simulated in the direction perpendicular to the 
planes. 

The reference disposal vault occupies an area of about 3 km2. On 
this scale, the surrounding rock is expected to exhibit signifi- 
cant variations in its hydrogeological properties, including 
variations in the surface topology and variations in subsurface 
groundwater velocities. These variations could affect contami- 
nant movement in and around the vault. To account for these 
variations, we divide the vault into distinct sectors, such that 
the properties of the rock (notably groundwater velocities) 
adjoining each sector are relatively uniform. Twelve sectors are 
used for most of the modelling of the reference disposal system. 

Each sector is treated as a plane source (Figure 5-9) and is 
connected to the geosphere transport pathways (discussed in 
Section 5.4). 



FIGURE 5-9: The Simplified Geometry Used to Represent the Reference 
Disposal Vault 

Contaminants leaving the waste container must pass through the buffer and, possibly, the backfill 
before reaching the host rock. Each vault sector is approximated as a series of planar layers and 
contaminant transport is described using only one spatial variable in the direction perpendicular to 
the planes (Johnson et al. 1994b). The parameters required by the vault model correspond to the 
effective thickness of the layers representing the buffer, backfill and surrounding rock. Different 
sectors may have different values (notably for parameters like the mass transfer coefficients). 

Two distinct cases are simulated: 

- If the backfill is between the buffer and fracture zone LD1, we assume that contaminants 
travel through both the buffer and the backfill before entering the rock. This is the case for all 
12 sectors shown in Figure 5-1 0. For the simplified vault geometry, the effective thickness of 
the backfill is taken to be 1.4 m (its actual thickness is up to 5.5 m), to account for the fact 
that a portion of the contaminants could pass through the rock before encountering the 
backfill. 

In some special studies (Section 6.2), we assume that there are rooms on both sides of 
fracture zone LD1. For those rooms located above LDI, the backfill is not between the buffer 
and the fracture zone, and we assume that contaminants from these rooms travel through 
the buffer and enter the surrounding rock without ever penetrating the backfill. 



Figure 5-10 shows the 12 sectors: most are clustered near LD1 
because distance to the fracture zone is an important property 
affecting contaminant transport from a sector. We place more 
sectors in the region of the vault where these distances are 
small. (The rationale for the number and location of the sectors 
is described in the primary reference for the geosphere model 
(Davison et al. 1994b).) Each sector is allocated a fraction of 
the waste in proportion to its plan area. The sectors may also 
have different properties, such as container failure rates and 
mass transfer coefficients (described below), depending on the 
location of the sector within the vault. These properties are 
characterized using different parameter values. 

We use the vault model to estimate the release of contaminants from each 
sector to an adjoining location in the geosphere (Johnson et al. 1994b). 
The model accounts for the factors important to the transport of contami- 
nants out of a sector, including radioactive decay and ingrowth of 
radionuclides. 

In the following paragraphs, we describe how the processes of waste-form 
release, container failure and transport of contaminants through the buffer 
and backfill are simulated by the vault model. We also identify the impor- 
tant parameters used by the model. These processes and parameters are more 
fully documented in the primary reference for the vault model (Johnson et 
al. 1994b). 

5.2.2.1 Release of Contaminants from the Waste Form 

The contaminants of concern are associated with two monolithic structures, 
or waste matrices: the used-fuel pellets and the Zircaloy fuel sheaths. We 
model the release of these contaminants assuming they are released by con- 
gruent and instant-release processes (Johnson et al. 1994b): 

- The majority of the contaminants are embedded in matrices of 
uranium dioxide and Zircaloy (Garisto et al. 1986). We assume 
that these matrix-bound contaminants are released upon dissolu- 
tion of the matrix. The release occurs at a rate determined by 
the dissolution rate of the matrix and the abundance of the 
contaminant in the matrix. This is the congruent-release 
mechanism. 

Important parameters describing congruent release are the inven- 
tories of the contaminants in used-fuel pellets and Zircaloy fuel 
sheaths and the solubilities of the used-fuel pellets and 
Zircaloy fuel sheaths. 

- A fraction of the inventory of some contaminants is located in 
the gaps and grain boundaries of the fuel pellets and is not 
bound up in the used-fuel matrix. We assume that this inventory 
is released to the void spaces within the interior of the con- 
tainer and the sand surrounding the container, immediately upon 
failure of the container.   hereafter, this inventory slowly 
diffuses into the buffer. This is the instant-release mechanism 





12'1, 81~r, 85~r, 4 0 ~ ,  8 7 ~ ~ ,  79~e, 90~r, "TC and 126~n. Chemi- 
cally toxic elements that have significant instant-release frac- 
tions are bromine, cesium, selenium and technetium. Instant- 
release fractions are associated only with the dissolution of the 
used-fuel matrix; there is no instant release for contaminants in 
the Zircaloy matrix. 

We represent the two release mechanisms using different mathematical 
expressions: 

Congruent release is represented using a partial differential 
equation that describes the dissolution rate of the matrix mate- 
rial and the transport of a released contaminant through the 
buffer (Johnson et al. 1994b). The source boundary condition for 
the equation is a constant concentration given by the solubility 
of used-fuel pellets or Zircaloy. The outlet boundary condition 
assumes that the flux of a contaminant out of the buffer is pro- 
portional to its concentration at the outer edge of the buffer. 
The constant of proportionality is called the mass transfer coef- 
ficient of the waste matrix, and its value depends on the mass 
transport properties of the adjoining media (Garisto and LeNeveu 
1989). Congruent release may also be modified by precipitation 
of the matrix material (Section 5.2.2.4). 

Instant release is represented by a partial differential equation 
that describes the diffusion of an instantly released contaminant 
out of the containers and buffer (Johnson et al. 1994b). The 
initial condition or source boundary for this equation depends on 
the initial concentration of a contaminant in the container and 
on rates of loss of the contaminant resulting from decay and dif- 
fusion. We assume that contaminant transport within the buffer 
is not affected by the properties of the surrounding rock or 
backfill. 

These differential equations simulate the time-dependent release of contam- 
inants from the waste matrices, starting when groundwater has corroded the 
container and contacted the waste. 

5.2.2.2 Container Lifetimes 

Most of the Grade-2 titanium containers are expected to last for at least 
lo3 a (Johnson et al. 1994b) before they eventually fail through the cor- 
rosive action of the groundwater. The vault model contains a mathematical 
function that describes the rate of container failures in the vault, incor- 
porating major modes of failure caused by initial. fabrication defects, 
crevice corrosion and delayed hydride cracking. The latter two modes of 
failure depend on temperature (Johnson et al. 1994b): 

- crevice corrosion is more important for containers subjected to 
high temperatures; whereas 



delayed hydride cracking is more important for containers that 
cool quickly, and it occurs after the container temperature drops 
below about 30°C. 

The container failure function takes into account the variability in con- 
tainer temperature in different sectors in the vault, so that different 
sectors have different rates of container failure (Johnson et al. 1994b). 
Important parameters required to describe the rate of container failure are 
the corrosion allowance thickness of the container wall (equal to a frac- 
tion of its actual thickness), the rate of corrosion of titanium alloy, and 
the probability of early container failure resulting from manufacturing 
defects . 
To account for the fact that container failures would occur over several 
thousand years, we modify the movement of contaminants released from a 
waste matrix by combining it with the container failure function in a con- 
volution procedure. The convolution modifies the movement of contaminants 
leaving all waste matrices in the vault, both congruently and instantly 
released, in accordance with the failure rate of the waste containers. 

These calculations simulate the time-dependent release of contaminants from 
the containers into the buffer layer surrounding the containers. 

Contaminant Transport through the Buffer and Backfill 

Contaminants leaving the container must move through the buffer because the 
container is completely surrounded by buffer. We allow for two options for 
subsequent contaminant movement. The contaminants may 

Pass through the backfill if the backfill is between the buffer 
and the fracture zone. This is the case for the 12 sectors shown 
in Figure 5-10. Groundwater movement in the rock to the left of 
and below LD1 tends to be very slow, and contaminants would tend 
to diffuse upwards toward LD1 and the surface (Davison et al. 
1994b). To account for the fact that the backfill is not a con- 
tinuous layer across the entire vault, we assume an effective 
thickness for the backfill: it is only 1.4 m compared with its 
actual thickness of 5.5 m. This assumption is discussed in 
detail in the primary reference for the vault model (Johnson et 
al. 199433). 

Pass directly into the rock if the backfill is not between the 
buffer and the fracture zone. This situation occurs in studies 
for derived constraints (see Section 6.2), which include examina- 
tion of cases in which we assume that there are rooms on both 
sides of fracture zone LD1. For the rooms to the right and above 
LD1, there is no backfill between the buffer and the fracture 
zone. Moreover, groundwater movement above LD1 and near the 
reference disposal vault tends to be directed downwards toward 
LD1 (Davison et al. 1994b). Therefore, for these rooms, we 
assume that contaminants travel through the buffer and into the 
surrounding rock toward LD1. 



The transport of contaminants in the buffer and backfill is modelled using 
partial differential equations. The equations use the simplified geometry 
shown in Figure 5-9 and represent the movement of contaminants from one 
sector through adjacent planar layers of buffer and (if required) backfill 
of appropriate thickness and area (Johnson et al. 1994b). They also repre- 
sent the process of sorption, by which the buffer and backfill materials 
retard the movement of contaminants. The solutions to these equations 
describe the time-dependent release of contaminants from the buffer and 
backfill (including the containers and waste matrices) to the rock sur- 
rounding the reference disposal vault. 

To completely specify the equations, we must define the source and outlet 
boundary conditions. The source boundary condition is the time-dependent 
rate of arrival of a contaminant at the beginning of the layer. For the 
buffer layer, the rate of arrival of a contaminant is given by its calcu- 
lated rate of release from the containers. For the backfill layer (if it 
is required), the rate of arrival of a contaminant is given by its calcu- 
lated rate of release from the buffer. The condition at the outlet or 
boundary (at the end of the layer) is a mass transfer coefficient pertain- 
ing to the buffer or the backfill, and its value depends on the mass trans- 
port properties of the adjoining media (Garisto and LeNeveu, 1989). For 
the buffer layer, the adjoining media are the backfill and rock or just the 
rock if the backfill is not in the contaminant movement path. For the 
backfill layer, the adjoining medium is the rock. These mass transfer 
coefficients are important elements of the linkage between the vault and 
geosphere models (see Section 5.3). 

Important parameters used to describe contaminant transport through the 
backfill and buffer are the contaminant capacity factors (which describe 
the amount of contaminants sorbed onto the buffer and backfill) and diffu- 
sion coefficients, the thicknesses of the buffer and backfill layers, and 
the groundwater velocities near and in the vault. 

5.2.2.4 Chemical Precipitation in the Buffer 

The vault model allows for the possibility of chemical precipitation and 
subsequent re-dissolution of contaminants as they move through the buffer. 
Some contaminants that have dissolved inside the container could precipi- 
tate as they migrate into the buffer region with its different chemical 
environment. 

The chemical environment may change because of radiolysis, which could 
produce localized concentrations of reactive molecular species near the 
container. These molecular species could affect the solubility of some 
contaminants, notably those whose solubilities are strongly affected by 
electrochemical potential. We expect the electrochemical potential would 
be more oxidizing near the container. The outer boundary of this oxidized 
region is called the redox front, and we assume it lies within the buffer. 
To better describe the electrochemical environment in the buffer, we use 
two electrochemical potentials in the vault model: one characteristic of 
the surface of a container and the other (which is slightly less oxidizing) 
characteristic of the surrounding buffer (Johnson et al. 1994b). 



To model precipitation and re-dissolution, we use the following sequence of 
steps for all elements (with a modification for uranium described below) 
(Johnson et al. 1994b): 

We.first estimate solubility limits for five elements: plutonium, 
technetium, neptunium, thorium and uranium. The limits are com- 
puted at the two electrochemical potentials, and we use the 
smaller of the two computed limits because precipitation should 
occur at the region of smallest solubility. The limits have a 
range of possible values, because they are calculated from para- 
meters that are described using PDFs. 

For all other elements, we use input parameters to represent 
solubility limits in the expected chemical environment of the 
buffer. Because they are uncertain, these solubility limits are 
specified using PDFs. 

We then calculate two release rates for each contaminant: one 
pertains to release from the buffer ignoring precipitation, and 
the other to release from the buffer if the contaminant were 
dissolving at its solubility limit. If this latter, constrained, 
release rate is smaller than the former, then precipitation of 
the contaminant within the buffer is indicated and an adjustment 
to its release rate is required. This step and the next are 
performed separately for each contaminant in the nuclear fuel 
waste. Thus different isotopes of the same element are treated 
separately, which simplifies the mathematics and leads to over- 
estimates of the releases of these isotopes from the buffer. 

We adjust the release rate of the contaminant if the previous 
step indicates that precipitation would occur. This adjustment 
uses the solubility-constrained rate described above and will 
reduce the release rate of the contaminant. We also simulate the 
accumulation of the contaminant as a precipitate in the buffer 
using an ordinary differential equation (Johnson et al. 1994b). 
The equation includes the effects of radioactive decay and re- 
dissolution of the precipitate. Re-dissolution is described in a 
manner similar to that discussed above for congruent release, 
except that it uses the solubility limit of the element within 
the buffer. 

A special condition applies for uranium (Johnson et al. 1994b). We assume 
that uranium dissolves at its calculated solubility limit, using the elec- 
trochemical potential at the surface of the container. If precipitation in 
the buffer is indicated (using the sequence of steps noted above), we simu- 
late its accumulation and re-dissolution as in the preceding paragraph. 

In addition, the precipitation of uranium will also affect the dissolution 
of the used-fuel matrix. Precipitation of uranium reduces the concentra- 
tion of the used-fuel matrix material (uranium) in the water of the buffer 
and, therefore, enhances the dissolution of used fuel. Consequently, pre- 
cipitation also enhances the congruent release of all embedded contami- 
nants. This effect is simulated by modifying the mass transfer coefficient 



of the used-fuel matrix and by using a buffer thickness equal to the dis- 
tance from the container to the point of precipitation in the buffer 
(Garisto and LeNeveu 1989). These modifications increase the rate of dis- 
solution of the used-fuel matrix and subsequent release of all embedded 
contaminants. 

Important parameters describing precipitation in the buffer are the element 
solubility limits. For plutonium, technetium, neptunium, thorium and 
uranium, the calculation of solubility limits includes parameters represent- 
ing the electrochemical potential in the buffer and thermodynamic equilib- 
rium constants. These calculations modify the estimated release of contami- 
nants from the buffer and backfill and provide adjusted time-dependent 
release rates for any element that precipitates. If uranium precipitates, 
these calculations also adjust the release rates for all contaminants 
released from used fuel by congruent dissolution. 

LINKAGE BETWEEN THE VAULT AND GEOSPHERE MODELS 

The vault model describes the engineered barriers in the reference disposal 
vault; the geosphere model describes the rock surrounding the vault and 
extending to the surface environment. The linkage between the vault and 
geosphere models provides an integrated description of interactions between 
these two components of the waste disposal system. Information is passed 
from one model to the other, so that the combined models provide a consis- 
tent representation of the vault and geosphere for the reference disposal 
system. 

The vault model estimates the release of contaminants from the buffer and 
backfill to the surrounding rock, for each of the vault sectors (Johnson et 
al. 1994b). The principal link between the vault and geosphere models is 
provided by 

The time-dependent movement of contaminants that are passed from 
each of the vault sectors to the transport network of the geo- 
sphere model. 

Additional links between the vault and geosphere models are provided 
through two other types of parameters: 

Characteristics of groundwater movement. The geosphere model (Davison et 
al. 1994b) determines the direction and magnitude of groundwater 
movement through the adjacent rock and through the buffer and 
backfill for each vault sector. These velocities are used in the 
vault model, ensuring that groundwater movement is consistent 
between the two models. 

Properties of the rock surrounding the vault. The geosphere model ( Davison et 
al. 1994b) provides parameters describing sorption, diffusion, 
dispersion, groundwater velocity, porosity, tortuosity, and other 
properties of the rock surrounding each vault sector. These 
parameters (discussed further in Section 5.4) are used to 
calculate the mass transfer coefficients mentioned in Section 5.2 
(Johnson et al. 1994b). Thus the release from each vault sector 



is dependent in part on the properties of the rock surrounding the 
sector. 

These latter two linkages are designed to ensure that the rate of release 
of contaminants from each vault sector is consistent with the properties of 
the adjoining geosphere region. 

This section describes the main features of the geosphere and geosphere 
model that are important for the postclosure assessment of the SYVAC sce- 
narios for the reference disposal system. Further details are provided in 
the primary reference for the geosphere model (Davison et al. 1994b), 
including justification of the assumptions and data used by the model. 

Descri~tion of the Geos~here 

In the description of the vault model for the reference disposal system, we 
discussed an assumed fracture zone, LD1, which passes through the plane of 
the vault (Figures 5-5 and 5-6). Fracture zone LD1 is also represented in 
the geosphere and has been included so that we could examine its effects on 
the performance of the disposal system and because fracture zones are com- 
mon features on the Canadian Shield. Similarly, we include a well in the 
geosphere because wells are found at many sites on the Canadian Shield. 

The geosphere also contains other features that are characteristic of a 
disposal system that would be located in the Canadian Shield, such as 
highly weathered rock near the surface. However, the geochemical, geo- 
logical and hydrogeological details of the model are based on a particular 
site to ensure that the data used in the assessment are realistic and self- 
consistent. As noted previously, we have taken information from the WRA, 
which has been extensively studied for more than a decade (Davison et al. 
199413). 

The WRA covers an area of about 750 km2 in southeastern Manitoba 
(Figure 5-11), including both the WL and the URL. A major portion of the 
rock in the area is part of the Lac du Bonnet batholith, a large granitic 
pluton. The rock at the surface is a weathered red granite intersected by 
a set of subvertical fractures, and the deeper rock is an unweathered and 
sparsely fractured grey granite. Surface elevations are 300 m above mean 
sea level in the southeast, grading to 250 m above mean sea level in the 
northwest. The Winnipeg River System, nearly surrounding the area, pro- 
vides hydrogeological boundary conditions. This river, together with the 
set of interconnected fracture zones and the topography, controls the 
pattern of groundwater movement in the area. We believe that these physi- 
cal conditions would not change substantially over at least the next lo4 a, 
the time frame of concern for the postclosure assessment (Davison et al. 
199433). 

We assume that the vault of the reference disposal system is located at a 
depth of 500 m and that its geological and hydrological setting is similar 
to that of the URL in the WRA. Figures 5-12 and 5-13 are cross sections of 



FIGURE 5-11: T h e  W h i t e s h e l l  R e s e a r c h  A r e a  

Shown is the location of the Underground Research Laboratory (URL), the Whiteshell Laboratories, 
and the townsites of Lac du Bonnet and Pinawa. The Winnipeg River nearly surrounds the study 
area. The dashed line, with labels AA' and BB', defines the location of the cross sections shown in 
Figures 5-12 and 5-13. The Lac du Bonnet batholith lies underneath most of the studied area. The 
WRA is used to model the regional groundwater flow regime and is described in the primary 
reference for the geosphere model (Davison et al. 1994b). 

We have defined the reference disposal system on the assumption that its geological and 
hydrological characteristics are similar to those of this area. 
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FIGURE 5-12: Vertical Cross Section Illustrating Geological Features of the 
Whiteshell Research Area 

This section, along line A to A' of Figure 5-1 1, includes a pattern of known and assumed fracture zones (Davison et al. 1994b). 
We assume that some major vertical joints extend downwards to 4 km and correspond to components of the Winnipeg River 
System and the boundary of the Lac du Bonnet batholith. This figure also shows five different layers of bedrock, each with 
different hydrogeological properties. The upper two layers are relatively thin and represent the uppermost portion of highly 
weathered rock, and the less altered rock immediately below. 
The region represented by this figure (and Figure 5-1 1) is used to model the regional groundwater flow regime (Davison et al. 
1994b). 
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FIGURE 5-13: Vertical Cross Section of Known and Assumed Geological 
Features in the Vicinity of the Hypothetical Vault of the 
Reference Disposal System 

This cross section is along line B to 8' of Figure 5-1 1 and is based on observed and inferred geology near the Underground 
Research Laboratory; it includes low- dipping fracture zones (labelled LDO to LD3) and vertical joints (VO to V2) (Davison et al. 
1994b). 
In the postclosure assessment of the reference disposal system, we conservatively assume that fracture zone LD1 extends 
downwards, cutting through the plane of a hypothetical vault that is about 500 m below the surface. (LD1 is also discussed in 
the description of the vault model and in Figures 5-5 to 5-7.) The minimum distance from LDI to the waste emplacement part of 
the nearest rooms is about 50 m and is referred to as the waste exclusion distance. 
The fractures zones, vertical joints, and the topography control the direction and volume of groundwater movement in the 
geosphere and in the vicinity of the vault. Groundwater flow directions in fracture zones are indicated by the arrows. The 
overall tendency of groundwater movement is downward to LD1 on the right-hand side of the figure and upward along LDI to 
the surface on the left-hand side. Groundwater movement is extremely slow in the sparsely fractured low-permeability rock 
near the vault. 



part of the WRA, running from the northwest to the southeast. The cross 
section in Figure 5-12 represents an area about 4 km deep and 27 km wide. 
The regular pattern of fractures and joints is an extrapolation, based on 
data from the WRA and established geophysical principles (Davison et al. 
1994b). 

Figure 5-13 is an expansion, showing the location of the hypothetical vault 
and giving more detail of the nearby geological features. It shows four 
zones of low-dipping fractures and three vertical joints. 
Because of their relatively high permeability, these features control the 
direction and volume of groundwater movement in the rock at the site 
(Davison et al. 1994b). 

Current observations at the WRA show that fracture zone LD1 does not, in 
fact, extend to the depth of the hypothetical vault (Davison et al. 1994b). 
However, the hydrogeological information used in the postclosure assessment 
is based on information available in 1985, when a hydrological model of the 
WRA first became available (Davison et al. 1994b). At that time, the extent 
of fracture zone LD1 was uncertain and, to be conservative, we assumed that 
LD1 passes downwards through the plane of the disposal vault, that it is 
connected at depth to a vertical joint, and that the hydrological conditions 
allow for relatively rapid groundwater movement in the fracture zone. It is 
known that these assumptions lead to considerable overestimates of impact 
(Sections 6.3.3.5 and 6.6.2). We discuss in Section 8.2.6 how new informa- 
tion pertaining to LD1 would affect our results and conclusions. 

For the assessment of the reference disposal system, the rock between the 
plane of LD1 and the nearest waste emplacement part of any vault room con- 
sists of about 50 m of sparsely fractured granite. This is the waste 
exclusion distance discussed in Section 5.2. Groundwater velocities within 
the rock of the waste exclusion distance are extremely small: the ground- 
water is essentially stagnant and, as discussed below and in Section D.3.1 
in Appendix D, contaminant transport is dominated by diffusion and not by 
moving groundwater. 

We also study cases where LD1 passes through the hypothetical vault. In 
developing derived constraints (see Section 6.2), vault rooms are also 
located above LD1, on the right-hand side of Figure 5-13. Groundwater 
movement in the rock near the rooms above and to the right of LD1 is sub- 
stantially faster than movement in the rock near the rooms below and to the 
left of LD1. 

More details on the geology and hydrology of the WRA are provided in the 
primary reference for the geosphere model (Davison et al. 1994b). 

Features of the Geos~here Model 

The mathematical representation of the geosphere, or geosphere model, is 
used to simulate the transport of contaminants in groundwater within the 
geosphere. It describes the processes in which contaminants that have been 
released from the vault pass through the surrounding rock and discharge 
into the biosphere. The model contains a network of pathways describing 
the groundwater movement within the geosphere, and we simulate the trans- 
port of contaminants through this network. The model is outlined below and 



discussed more fully in the primary reference for the geosphere model 
(Davison et al. 1994b). 

5.4.2.1 Groundwater Movement within the Geosphere 

A complete description of groundwater movement in the geosphere would typi- 
cally involve a large region, such as that shown in Figures 5-11 and 5-12. 
In studies of groundwater movement at this scale, we assume that the only 
movement of water into the region is infiltration from rain and snow from 
above and from (in this case) the Winnipeg River System (Davison et al. 
1994b). The only movement of water out of the region is at A in Figures 
5-11 and 5-12, corresponding to the downstream end of the Winnipeg River. 
We also assume that there is no significant groundwater movement across the 
lower boundary of Figure 5-12, at a depth of 4 km (Davison et al. 1994b). 

At the scale of Figure 5-12, groundwater movement is modelled using a com- 
puter code called MOTIF (Davison et al. 1994b). The weathered red granite 
at the surface is modelled as a homogeneous layer with a porosity of 0.005 
and anisotropic permeabilities of about 10-l5 m2. The unweathered grey 
granite at the depth of the hypothetical vault (500 m) is modelled as a 
homo eneous layer with a porosity of 0.003 and an isotropic permeability of 
10'18 m2. Fracture zones are modelled as planar homogeneous zones with a 
uniform thickness of 20 m, a porosity of 0.10, and anisotropic permeabili- 
ties of about 10-l3 m2. 

Results produced by MOTIF suggest that the movement of contaminants would 
be limited to a much smaller region than that shown in Figure 5-12. Conse- 
quently, for the postclosure assessment, we confine the simulation of 
groundwater movement and contaminant transport to the smaller region illus- 
trated in Figure 5-13. We also model this smaller region with MOTIF using 
a finer level of detail. These latter studies (Davison et al. 1994b) are 
used to calculate the groundwater movement pattern through the rock: 

without the vault and without the well: 

with a hypothetical disposal vault located at a depth of 500 m 
near the location of the URL; and 

with the hypothetical vault and a well drawing different volumes 
of water from the fracture zone above the vault. 

For a long-term assessment, a wide variety of well properties are possible, 
such as the depth and location of the well, its intended use, and whether 
there might be other wells nearby. The detailed studies using MOTIF exa- 
mined a number of choices for well depth and location, and we have used 
these studies to define the following basic characteristics that would lead 
to overestimates of impact (Davison et al. 1994b). 

The well is located along the centre line (based on MOTIF calcu- 
lations) of the plume of contaminated water that is moving up 
fracture zone LD1. 



If it is deep enough to extend through the overburden, we locate 
the well along this centre line so that it extends as deeply as 
possible into LD1. The depth of the well is sampled from a PDF 
based on current information on the depths of wells on the 
Canadian Shield (Davison et al. 1994b). We distinguish between 
two broad classifications of wells: overburden wells and bedrock 
wells. An overburden well is relatively shallow and extends only 
into the overburden above the rock of the geosphere. A bedrock 
well is generally deeper, and we conservatively assume that it 
always intersects fracture zone LD1 in the centre of the con- 
taminant plume. 

These characteristics are conservative because the well is located where it 
would potentially receive the greatest amounts of contaminants, and the 
choice of its depth and location provide for the shortest transport dis- 
tance of contaminants from the vault. Moreover, contaminants from the 
vault are concentrated into a single well that serves as the sole source of 
drinking water for the critical group. (It may also be used to supply 
water for irrigation.) 

The modelling of the well in the geos,phere model includes the effects of 
water withdrawal on groundwater movement using an adjustable network of 
segments (see below) and modification to groundwater velocities in the 
affected segments. More features of the model for the well are discussed 
in the next two sections, describing the linkage between the geosphere and 
biosphere models and the biosphere model because its properties are 
affected by characteristics of both the geosphere and the biosphere. 

For this postclosure assessment study, we simulate groundwater movement for 
the region around the hypothetical vault using a simpler transport network 
in a code called GEONET. The GEONET code uses results generated by MOTIF 
to describe the movement of the groundwater in a network of flow tubes or 
segments in the geosphere. That is, GEONET is calibrated against MOTIF, 
and it reproduces the pattern of groundwater movement and contaminant 
transport calculated by MOTIF (Davison et al. 1994b). 

The segments of the transport network are selected to represent contaminant 
pathways through parts of the geosphere that have distinct chemical and 
physical properties (Davison et al. 1994b). For example, GEONET models the 
top three bedrock layers in Figure 5-12, and sets of segments are used to 
represent rock in each layer. The GEONET code also has other segments to 
represent the well and fracture zones, such as LD1 in Figure 5-13. These 
fracture zones, which actually consist of many interconnected fractures, 
are also modelled as homogeneous features with representative hydrological 
properties. The MOTIF code uses anisotropic permeabilities to account for 
the presence of fracturing in the different zones. Results from MOTIF are 
used to generate a transport network for GEONET in which the permeabilities 
are projected along the directions of the segments of the transport network 
(Davison et al. 1994b)). In general, the properties of the fracture zones 
and the surrounding rock are such that groundwater velocities are greatest 
(and subsequent contaminant transport is greatest) in the fracture zones 
that serve as preferential channels through the geosphere. 



Segments connect to other segments at nodes. More precisely, the central 
flow line of a segment connects to the central flow line of an adjoining 
segment. We refer to a "central" flow line because each segment, or flow 
tube, represents a volume of rock with uniform properties, with contami- 
nants entering and exiting at opposite ends (Davison et al. 1994b). There 
are 12 segments that originate at the 12 vault sectors and 4 segments that 
lead to each of the 4 discharge zones in the biosphere (Figure 5-14). 

The following properties are assigned to the nodes: Cartesian coordinates 
and hydraulic heads. The following properties are assigned to segments: 
porosity, tortuosity, dispersivity, permeability, salinity of the ground- 
water, and the types and amounts of minerals affecting sorption of contami- 
nants. All the properties are chosen to be consistent with results from 
MOTIF and with field and laboratory studies of the WRA (Davison et al. 
1994b). The permeabilities, porosities and hydraulic heads are used to 
calculate the linear groundwater velocities along each segment, using 
Darcy's law. The groundwater velocities, dispersivities and tortuosities 
are used (with the free-water diffusion coefficients) to calculate disper- 
sion coefficients. Salinities and mineralogies are used to calculate 
retardation factors (described further below). The primary reference for 
the geosphere model (Davison et al. 1994b) provides more information on 
these properties and the mathematical equations used in the calculations. 
Tables D-2 and D-3 in Appendix D list typical values for many of the para- 
meters and calculated variables. They show that there is no significant 
groundwater movement in the rock surrounding the vault (the lower rock 
zone) so that contaminant transport in this region is dominated by 
diffusion. 

The values for some of the above transport parameters are affected by the 
presence of a bedrock well, and the effects become more pronounced as more 
water is withdrawn from the well. We simulate these effects using analyt- 
ical equations for a confined aquifer and empirical equations based on 
detailed results from MOTIF (Davison et al. 1994b). The equations 

adjust groundwater velocities in fracture zone LD1 leading to the 
well, 

adjust groundwater velocities in segments that lead from the 
vault to LD1, 

decrease volumes of groundwater produced at the other three dis- 
charge zones in the biosphere to correct for increased discharge 
from the well, and 

modify the diversion of contaminant movement into different seg- 
ments to accommodate cases with small and large rates of with- 
drawal of water from the well. 

A particularly important set of parameters in GEONET describes the trans- 
port network itself, defining how the segments are connected together, to 
form the set of contaminant pathways in the geosphere (Davison et al. 
1994b). The important parameters required to describe the well are noted 
in Section 5.5. 
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FIGURE 5-14: The Network of Segments Used by GEONET for the Reference 
Disposal System 

Parts (a) and (b) apply to the case with small to moderate rates of withdrawal of water from a shallow 
bedrock well. Part (c) applies to the limiting case where withdrawal rates are large and from a deep 
bedrock well. - Part (a) illustrates the set of segments leading from 12 vault sectors to 4 discharge locations in 

the biosphere. The shaded structure extending upwards from the lower right-hand corner 
represents fracture zone LD1. Segments within LDI converge to discharge into Boggy Creek 
South and the well. 

- Parts (b) and (c) are cross sections with projections of the transport network. The arrows 
indicate the direction of contaminant transport; for example contaminants leaving vault sector 1 
travel along the segments numbered 7,49 and 53, and end at the discharge location labelled 
Pinawa Channel. Contaminants released from other vault sectors discharge into Boggy Creek 
North, Boggy Creek South or the well. 

The well receives more of the contaminants in part (c). In this limiting case of large rates of water 
withdrawal, the figure shows that contaminants no longer discharge to Boggy Creek North or Boggy 
Creek South, and that some contaminants are diverted to the well from the discharge at Pinawa 
Channel. There is a gradual diversion of contaminant movement from the set of segments shown in 
part (b) to those shown in part (c), depending on the rate of water withdrawal from the well. 
The complete transport network used by GEONET to represent the reference disposal system has 46 
segments, with 16 used to describe transport along LDI (Davison et al. 1994b). 



Another important parameter in the geosphere model is the groundwater velo- 
city scaling factor. This parameter describes the uncertainty in ground- 
water velocities in the transport network. Groundwater velocities are 
correlated, so that if the velocity in one segment were to increase, then 
so must the velocity in all segments connected to it. For the postclosure 
assessment, we assume that the velocity scaling factor can be applied uni- 
formly to all segments. This simple representation has two important 
features : 

It leads to a simple model of the geosphere containing the infor- 
mation from MOTIF relevant to contaminant transport from the 
vault. In particular, a simulation using a velocity scaling 
factor of unity simulates the groundwater movement calculated by 
MOTIF for present day conditions. 

It ensures that neither accumulation nor loss of groundwater will 
occur anywhere in the transport network. 

5.4.2.2 Contaminant Movement through the Geosphere 

Each segment is part of one or more pathways for movement of contaminants 
in groundwater from the vault to the biosphere. The 12 segments that ori- 
ginate at the 12 vault sectors eventually lead to 4 nodes representing 
discharge zones in the biosphere (labelled as Pinawa Channel, Boggy Creek 
North, Boggy Creek South and the well in Figure 5-14). 

Figure 5-14 illustrates the network of pathways used in representing the 
reference disposal system. The pathways arelrepresented by chains of 
segments in the geosphere model (Davison et al. 1994b). For example, the 
segments numbered 7, 49 and 53 in Figure 5-14b lead from vault sector 1 
(the locations of the vault sectors are shown in Figure 5-10). Figure 
5-14b indicates that contaminants released from vault sector 1, if they do 
not decay beforehand, would eventually reach the biosphere at the discharge 
zone labelled "Pinawa Channel"; contaminants released from vault sector 2 
would eventually reach "Boggy Creek North"; and contaminants released from 
sectors 3 to 12 on the right-hand side of the vault would discharge at 
"Boggy Creek South" or the llwell." The four discharge zones simulated in 
the geosphere model are shown in Figure 5-15. 

Figure 5-14 shows that there are more vault sectors and geosphere segments 
near the fracture zone. To simulate the SYVAC scenarios for the reference 
disposal system, GEONET uses a total of 46 segments in the entire transport 
network, including 16 to simulate contaminant movement in fracture zone LDI 
(Davison et al. 1994b). 

Part (a) of Figure 5-14 is a three-dimensional representation, and parts 
(b) and (c) are cross sections showing projections of the transport net- 
work. Parts (a) and (b) exhibit the transport network followed by moving 
contaminants for small rates of withdrawal of water from a shallow well. 
Part (c) is the limiting network followed by moving contaminants when the 
withdrawal rate is large and from a deep well. (This change in the seg- 
ments of the network is the modification referred to in Section 4.1.4, 
which allows the high-demand well scenario to be included within the SYVAC 



FlGUKE 5-15: Discharge zones in the Biosphere for the Reference D i s p o s a l  
system 

The network of geosphere segments reaches the biosphere at four locations: Pinawa Channel, 
Boggy Creek South, Boggy Creek North and the well. The first three discharge zones are water 
bodies and wetlands in topographic lows. 

We assume that the location of the well is constrained to lie along the centre of the contaminant 
plume moving up fracture zone LD1. The centre of this plume is offset from the centre line of the 
vault because of the direction of prevailing groundwater movement. Different well depths are 
modelled, with two general classes of wells: overburden and bedrock wells. We assume that 
overburden wells are relatively shallow and do not extend past the overburden overlying the rock of 
the geosphere. Bedrock wells are deeper, and we assume they are located such that they would 
intersect and draw water from LD1 as far down in the geosphere as possible. This figure and Figure 
5-14 illustrate cases involving bedrock wells. 

In this figure, the depth of the (bedrock) well is 37 m. For this depth, and with the constraint 
mentioned above, the well would lie within the current confines of Boggy Creek. This situation could 
occur sometime in the future if parts of Boggy Creek become filled with sediment or if water levels 
fall. We have assumed the constraint on the well location (along the centre of the contaminant 
plume) so as to overestimate subsequent estimates of dose. 



scenarios for the reference disposal system.) The geosphere model includes 
both sets of segments to accommodate different amounts of withdrawal of 
water. A gradual diversion of contaminant movement is made from one set of 
segments to the other as the well demand changes. At intermediate well 
demands, both sets of segments constitute potential pathways for contami- 
nant transport. 

We simulate the movement of contaminants from the vault to the biosphere 
along these networks of segments. Contaminant movement is described mathe- 
matically using partial differential equations (Heinrich 1984b, Davison et 
al. 1994b). The equations describe contaminant transport by moving ground- 
water, dispersion and diffusion, and contaminant sorption onto minerals 
present in each segment. The equations also describe the increase and loss 
of contaminant masses resulting from radioactive decay. As for the vault 
model, we specify source and outlet boundary conditions for the equations: 

- For the 12 segments adjoining the vault, the source boundary 
conditions are the time-dependent release rates of contaminants 
generated by the vault model. For all other segments, they are 
the time-dependent rates of arrival of contaminants from segments 
closer to the vault. 

- The outlet boundary conditions assume that contaminant transport 
within each segment is not affected by the properties of any 
following segments or the discharge locations in the biosphere. 

Important parameters used to describe the rate of contaminant transport in 
each segment include the properties of the segment, such as permeability, 
porosity and groundwater velocity. Free-water diffusion coefficients for 
the different contaminants and the tortuosity associated with a segment are 
also required to describe contaminant transport by diffusion in pore water. 

An additional set of parameters is used to describe the extent of sorption 
of each contaminant on the minerals present in a segment. These sorption 
parameters, together with the types and amounts of minerals in a segment, 
are used to calculate a retardation factor for that segment (Davison et al. 
1994b). The retardation factor is equivalent to the ratio of the ground- 
water velocity to the contaminant transport velocity. Its minimum value is 
unity, in which case the contaminant moves at the same velocity as the 
groundwater. A value greater than unity means that the migration velocity 
of the contaminant is slower than that of the groundwater; that is, the 
movement of the contaminant is retarded relative to the movement of the 
groundwater. (Table D-2 in Appendix D lists typical values of the retarda- 
tion factor for many elements.) 

LINKAGE BETWEEN THE GEOSPHERE AND BIOSPHERE MODELS 

The geosphere model describes the rock surrounding the reference disposal 
vault and extending to the surface environment, and the biosphere model 
describes this surface environment, including humans and biota that live in 
the vicinity. The linkage between the geosphere and biosphere models pro- 
vides an integrated description of interactions between these two compo- 
nents of the waste disposal system. It is composed of the information that 



is passed from one model to the other, so that the combined models provide 
a consistent representation of the geosphere and biosphere for the refer- 
ence disposal system. 

The geosphere model estimates the release of contaminants and the movement 
of water from the geosphere to four discharge zones in the biosphere illus- 
trated in Figure 5-15 (Davison et al. 1994b). The principal link between 
the geosphere and biosphere models is 

- the time-dependent movement of contaminants ending at the four 
locations of discharge. 

Other linkages between the two models are described in the following 
paragraphs. 

Three of the geosphere discharge zones are to bodies of surface water and 
wetlands in topographic lows. Related information passed from the geo- 
sphere model to the biosphere model is as follows. 

- Contaminants reaching these three discharge zones must pass 
through a layer of overburden and a layer of compacted sediment, 
which are located between the last geosphere segments in the 
pluton and each of the three surface water discharges. (The 
three discharge zones include aquatic and terrestrial areas. 
Discharges to the aquatic areas pass through the overburden and 
compacted sediment, whereas discharges to the tcrrcstrial areas 
pass through only the overburden (Davis et al. 1993)). These 
layers are too small to be represented in the detailed modelling 
using MOTIF (Davison et al. 1994b), but they are an important 
part of the pathways for groundwater and contaminants. We 
simulate their effects by adding six segments to the GEONET 
network (Davison et al. 1994b), one representing overburden and 
one representing compacted sediment for each of the three surface 
water discharge areas. We choose parameters describing these 
additional segments from field data, with the direction and 
magnitude of groundwater movement consistent with the results 
from MOTIF. 

- The time-dependent movement rates of contaminants leaving the 
compacted-sediment layers are passed to the lake water modelled 
in the biosphere model. We also assume that some of the con- 
taminants leaving the overburden layer directly contaminate the 
soil on the nearby banks of the water bodies, below the level of 
the water table. This feature is described by a parameter that 
estimates the fraction of contaminated groundwater that reaches 
the soil (Davis et al. 1993). 

The fourth qeosphere discharge zone is the well. Related information 
passed between the geosphere and biosphere models is as follows: 

- We must ensure that the well can supply the amount of water that 
fs to be withdrawn. The flow capacity of the well is calculated 
in the qeosphere model, based on an equation that considers the 



depth and location of the well and the physical properties of the 
geosphere zone from which the water is drawn (Davison et al. 
1994b). This flow capacity is then compared with a tentative 
well demand, or the amount of water desired from the well for use 
by the critical group, which is calculated in the biosphere model 
(Davis et al. 1993). If the tentative well demand exceeds the 
well flow capacity, we assume that the critical group uses both 
the well and the lake as sources of water: typically, the group 
would then obtain their domestic w a t e r  from the wcll and thcir 
irrigation water from the lake (Davis et al. 1993). In this 
manner, the tentative well demand is sufficiently decreased so 
that it does not exceed well capacity. The resulting adjusted 
well demand is then used in the geosphere model for calculation 
of properties affected by the presence of the well and for 
estimation of contamfnant concentrations in well water. 

- In most simulations, the flow of water into the well includes 
some water captured from the surface; we assume that this surface 
wntcr is contaminatcd to thc same degree as the lake water. 
Surface water is captured by the well when (Davison et al. 1994b) 
the well demand is sufficiently large to depress the water table 
around the well, so that surface water flows to the well (this 
feature is a function of the depth of the well); or when the well 
is relatively shallow (not deeper than the thickness of the 
overburden), in which case we assume that the flow of water into 
the well is entirely from the surface water (and has contaaindnL. 
concentrations equal to that in the lake water). 

Important parameters used to describe the well are the depth and location 
of the well, related properties in the geosphere, and (from the biosphere 
model) the well demand and concentrations of contaminants in the surface 
water and in the well water. 

Some additional parameters are passed from the geosphere model to the bio- 
sphere model to ensure that the models are consistent. These parameters 
are (Davison et al. 1994b, Davis et al. 1993) 

- the areas of the three discharge zones located in topographic 
lows, shown in Figure 5-15; 

- the volumes of groundwater reaching these three discharge zones; 
and 

- contaminant sorption coefficients in the overburden layers and 
retardation factors in the compacted-sediment layers at the three 
discharge zones. 

This section describes the main features of the biosphere and biosphere 
model that are important for the postclosure assessment of the SYVAC 
scenarios for the reference disposal system. Further details, including 
justification or the assumptions and the data used by the model, are 



provided in the primary reference for the biosphere model (Davis et al. 
1993) and in its four supporting reports (Amiro 1992b, Bird et al. 1992, 
Sheppard 1992, Zach and Sheppard 1992). 

5.6.1 Descri~tion of the Biosphere 

For the postclosure assessment of the reference disposal system, the local 
biosphere has the characteristics of the Shield region of central Canada. 
F i g u r e  5-16 illustrates its key physical elements: 

- the surface water body consisting of a lake and the mixed sedi- 
ment on the lake bottom; 

a well that may supply the critical group with domestic and irri- 
gation water; 

the soils in nearby cultivated and natural areas (the garden, 
forage field, woodlot and peat bog that supply the critical group 
with food, fuel and building materials and t-hat serve as the 
habitat for native wildlife and plants); and 

- the atmosphere above the lake and fields and inside buildings. 

The biological features of the biosphere model are also designed to be 
typical of the Shield region in central Canada. That is, the assumed char- 
acteristlcs of plants, animals and other f o r m s  of l i f e  L l l a L  art? s i g n i C i c a n t  
for the assessment are those that are typical of flora and fauna in the 
Shield region (Davis et al. 1993). 

Another important element of the biosphere is the people who would be 
affected by the disposal facility. We use the concept of a critical group, 
consistent with AECB criteria (1987a). It is defined as follows (Davis et 
al. 1993): 

- The critical group is the hypothetical group of individuals 
expected t o  receive the largest annual effective dose equivalent 
from the reference disposal facility. 

In this report., we use t-he abbreviat-ion "annual dose" to mean 
"annual effective dose equivalent." Both represent the sum, over 
one year, of the effective dose equivalent resulting from exter- 
nal exposure and the 50-year committed effective dose equivalent 
from that year's intake of radionuclides (Davis et al. 1993). 
They determine the estimated biological consequences of internal 
and external exposures, with corrections accounting for the 
effectiveness of dif ferent types of radiatiorl in causirlg biuluy i- 
cal damage and the radiosensitivity of different body organs. 
The qualifier "50-year committed" means that internal exposure 
includes the dose received during the current year, plus the dose 
that would be received over the next 49 years from those radio- 
nuclides that may remain in the human body. 



FIGURE 5-16: Key Elements of the Biosphere 

The modelled biosphere includes a lake with lake sediment; a well that may serve as a source of 
domestic and irrigation water; soils in a garden, a forage field, a woodlot and a peat bog; and the 
atmosphere above the lake and fields. Discharges from the disposal vault are to the well and to 
three zones that underlie portions of the lake bed and the fields bordering the lake. We assume that 
members of the critical group spend all their lives in the area. 

For the postclosure assessment, we make some assumptions on the character- 
istics of the critical group to ensure that radiation doses received are 
the largest (Davis et al. 1993). One such assumption is that its indivi- 
duals spend all their lives in the area near the four discharge zones. We 
also assume that a succession of such groups permanently occupies the area. 
Every group obtains all its food, water, fuel and building materials from 
the contaminated zone. The food includes plants grown in a garden and wild 
berries, domesticated and game animals, upland birds and water fowl, dairy 
and poultry products, and fish from the lake. The domestic and irrigation 
water supplies come either from the nearby lake or from a well located 
above the disposal vault. This lifestyle is consistent with, but more 
self-sufficient than, current habits and will lead to overestimates of 
impacts. 



We also consider potential effects to nonhuman biota in the biosphere 
model. Four generic target organisms are examined: a bird, mammal, fish 
and planr. 

To the extent possible, we describe a generic biosphere that is representa- 
tive of the Shield region of central Canada. Where necessary, we have 
limited some of its characteristics to match the actual surface environment 
of the WRA to ensure that there is a consistent relationship between the 
biosphere and its underlying geosphere. 

One such limitation applies to the connection between the biosphere and 
geosphere models. In the description of the geosphere model and its link- 
age to the biosphere model (Section 5.5), we note that contaminants from 
the vault reach the biosphere at four discharge zones: three to surface 
waters and wetlands in topographical lows (with a small terrestrial com- 
ponent), and the fourth to the well (Figures 5-15 and 5-17). We have 
selected the characteristics of these discharge locations to be consistent 
with the geology, topography and climate of the WRA (Davis et al. 1993). 

These characteristics include the size of the lake (the lake is assumed to 
be the body of water labelled Boggy Creek (Davis et al. 1993)), the size of 
the watershed that feeds the lake, and the annual precipitation. 

These limitations do not unduly restrict the utility of the biosphere 
model. Most discharge locations in the Canadian Shield would also involve 
water bodies, wetlands and wells, similar to the discharges included in the 
biosphere described in the postclosure assessment. In addition, other 
characteristics of the biosphere model have been selected to be representa- 
tive of a wider range of potential sites on the Canadian Shield (Davis et 
al. 1993). 

5.6.2 Features of the Biosphere Model 

The mathematical description, or model, of the biosphere is used to simu- 
late the transport in the surface environment of contaminants that have 
arrived from thc gcosphere. It describes quantitatively the processes 
identified as important in estimating the movement of contaminants and 
subsequent effects on members of the critical group and other biota. 

We assume one simplification throughout the biosphere model: the climate 
remains in an interglacial phase of the glaciation cycle, with conditions 
much as they are at present (Davis et al. 1993). This ensures that a 
thriving biological system, including humans, can be supported at the site 
at the time the effects are to be estimated. Some implications of glacia- 
tion are discussed in the primary reference for the biosphere model (Davis 
et al. 1993). 

We describe the biosphere using several interconnected submodels. 
Figure 5-18 presents an overview of the interconnections among the four 
submodels (or component models) that make up the biosphere model: the sur- 
face water (lake water including mixed sediment), soil, atmosphere, and 
food-chain and dose (internal and external dose pathways) models. ~ o t  
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FIGURE 5-17: Plan View of the Surface Environment of Part of the 
Whiteshell Research Area 

We have defined the reference disposal system using specific information on the biosphere near the 
WRA and more general information from the literature. For this system, contaminants from the 
geosphere enter the biosphere at four discharge zones (Davison et al. 1994b). Three are topogra- 
phic lows: Pinawa Channel, Boggy Creek South and Boggy Creek North, and the fourth is the well. 
The garden, forage field, wood lot and peat bog used by the critical group are located within or near 
the discharges to the three topographic lows. We first locate the garden in the most-contaminated 
discharge zone; then the forage field in the remaining most-contaminated zone, and so forth. 

This figure shows the location of the well when its depth is 37 m: it lies within the current confines of 
Boggy Creek. This unusual situation arises so that we would obtain overestimates of subsequent 
dose, by constraining the well to lie along the centre of the contaminant plume that is moving up 
fracture zone LD1 and at a location where the well intersects LDI as far down in the geosphere as 
possible (Davison et al. 1994b). Although it is unrealistic today, in the future parts of Boggy Creek 
may become filled with sediment. 
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Biosphere Model 

FIGURE 5-18: Interconnections Among the Four Component Models That Make up 
the Biosphere Model 

This figure is considerably simplified; in general, each of the biosphere component models are joined 
to all others by many connections (see Figure 5-3 and Davis et al. 1993). Contaminants from the 
vault pass through the geosphere and enter the biosphere at aqueous and terrestrial discharge 
locations. These discharge locations are described by models for the surface water body (a lake and 
lake sediment) and soil. Transport within the biosphere is described using the surface water, soil, 
atmosphere, and food-chain and dose models. The latter model also simulates internal and external 
dose pathways. Not shown is the model for the well, which is part of the linkage between the 
geosphere and biosphere models (Section 5.5). Contaminants from the geosphere that enter the 
well are also passed to the surface water, soil, atmosphere, and food-chain and dose models. 

We use the biosphere model to simulate transport between the parts of the biosphere and to 
calculate concentrations of contaminants in the lake and lake sediment, well, soil, and atmosphere 
used by members of the critical group. For radioactive contaminants, we also estimate annual doses 
to members of the critical group and to other organisms. 

shown in this figure is thc model for the well, which is described in 
Section 5.5 as part of the linkage between the geosphere and biosphere 
models. Contaminants from the geosphere that enter the well are also 
passed to the surface water, soil, atmosphere, and food-chain and dose 
models. In general, the interconnections are more complex than those 
illustrated: each of the submodels is joined to all others by one or more 
connections (Davis et al. 1993). 

Contaminants arriving from the geosphere may enter the biosphere via the 
well, lake sediment and soil, and subsequently spread to the atmosphere. 



However, we assume that all flows from the geosphere eventually reach the 
surface water (except for the noble gases, which we assume discharge from 
the geosphere directly into the surrounding atmosphere where they may 
result in radiation doses resulting from external exposure (Davis et al. 
1993)). In fact, we satisfy this assumption in a conservative manner, by 
duplicating the mass of contaminants. For example, at any point in time 
the mass of discharged to the well and to all the terrestrial dis- 
charge areas is also assumed to exist in the lake (this topic is discussed 
further in the description of the surface water model). Algebraic equa- 
tions are used to estimate concentrations of radionuclides in the food 
chain (except the noble gases) and to calculate the total annual dose 
(internal and external) to a member of the critical group (Davis et al. 
1993). Total annual dose is also estimated tor other biota. For chemi- 
cally toxic elements, concentrations are estimated in the water, air and 
soil used by members of the critical group. 

We simulate the movement of contaminants in each part of the biosphere 
using ordinary differential equations or algebraic expressions that 
describe the movement of contaminants (Davis et al. 1993). The equations 
include expressions to account for the following processes: 

- Transport of contaminants within each part of the biosphere. For 
example, the equations for the soil describe the movement of 
contaminants from the soil near the water table to the plant 
rooting zone. 

- Transport of contaminants between parts of the biosphere. For 
example, a set of equations accounts for the transfer of 
contaminants from lake water and soils to the atmosphere through 
suspension of contaminated particulates and degassing of volatile 
contaminants. (For carbon, the parameters are called the gaseous 
evasion rates from soil and from the lake; for iodine, they are 
the gaseous evasion rate from soil and the aquatic mass loading 
coefficient from the lake (Davis et al. 1993).) 

- The loss of a radionuclide because of its radioactive decay and 
the gain due to the decay of a precursor radionuclide. (We do 
not simulate radioactive decay in the atmosphere because we 
assume that the effects of decay are unimportant over the short 
time-scales of other processes involved (Davis et al. 1993).) 

Several parameters are common to more than one part of the biosphere, so 
that the modelling of related processes is consistent. l'wo examples of 
common parameters are: 

- Source of water used by the critical group. The critical group obtains its 
water (for household use and for watering the garden) from a well 
or a lake, and the source of water determines the subsequent 
contaminant movement from the well or lake to other parts of the 
biosphere. 



- Number of persons in the household of the critical group, or size of the critical group. The 
number of individuals in the critical group affects the sizes of 
the tields (garden, iorage field, woodlot and peat bog) and the 
volume of water withdrawn from the well or lake. 

In the following paragraphs, we outline the processes that are simulated in 
each component of the biosphere model and list important parameters. More 
detail on the biosphere model and data is provided in the primary reference 
for the biosphere model (Davis et al. 1993). 

5.6.2.1 Surface Water Model 

The surface water body or lake includes the body of water called Boggy 
Creek in Figure 5-15 (Davis et al. 1993). It is the site of the processes 
illustrated in Figure 5-19. Some of these processes also appear in Figure 
5-20 for thc soil model. We model it as a well mixed, constant-volume 
water body fed by runoff from the watershed (Bird et al. 1992). Mixed 
sediment is continuously being deposited on the lake bottom, removing 
contaminated material from the lake water above. The contaminants lost 
from the lake water to the mixed sediment are still accessible to the 
critical group because mixed sediment may be used for field soil or as a 
source of inorganic building materials (such as sand and aggregate). 

We describe the transport of contaminants in the lake and mixed lake sedi- 
ment using ordinary differential equations containing rate terms represent- 
ing the movement of contaminants to and from the water and sediment and 
between the water and sediment (Bird et al. 1992, Davis et al. 1993). We 
assume all contaminants released from the geosphere eventually enter the 
lake. Thus the lake and lake sediment receive contaminants 

- from the groundwaters discharged from the geosphere, rising 
through a deep layer of compacted sediment and arriving at the 
aquatic and terrestrial parts of the discharge zone; and 

- from any contaminated water that has been drawn from the well. 

Upon reaching the lake, we assume that the contaminants are rapidly and 
uniformly dispersed throughout its volume. Contaminants may leave the lake 
water by 

- the use of lake water to supply household water and irrigation 
water required by the critical group, 

- suspension of contaminated particulates to the atmosphere, 

- degassing uf vvldLile contaminants to the atmosphere, 

- radioactive decay, 



FIGURE 5-19: The Processes Modelled in the Lake and Lake Sediments Model 

The solid arrows show processes that are explicitly modelled in the surface water model and the open arrows indicate 
processes that are implicitly considered (Davis et al. 1993). The primary sources of contaminants are the well (not shown) and 
groundwater discharging through the overburden to the compacted sediments (these sediments underlie Pinawa Channel and 
Boggy Creek shown in Figure 5-16). Contaminants leave the lake water by radioactive decay (not illustrated), particle 
suspension and degassing to the atmosphere, sedimentation to the mixed sediments, pumping for domestic and irrigation use 
by the critical group, and outflow downstream. We assume that all contaminants eventually return to the lake, except those lost 
by radioactive decay, outflow, and (for 14c and the noble gases) by degassing. 

FIGURE 5-20: The Processes Modelled in the Soil Model 

The solid arrows show processes that are explicitly modelled in the soil model, and the open arrows indicate processes that are 
implicitly considered (Davis et at. 1993). Four fields are modelled in a similar manner: a garden, a forage field, a woodlot and a 
peat bog (shown in Figure 5-16). Contaminants enter each field by capillary rise from the water table below the soil, by air 
deposition of contaminants, and (for the garden and forage field only) by irrigation using water from the lake or well. 
Contaminants leave each area by leaching, suspension, root uptake, and runoff to the lake. 



- deposition to the bottom mixed sediments, and 

- outflow (flushing) of the lake down-stream. 

In modelling the first two of these processes, we do not actually simulate 
the depletion of any contaminants in the lake water by pumping or suspen- 
sion. Instead, we duplicate the removed mass of contaminants and model 
them as if they existed simultaneously in different locations. Moreover, 
we include as discharge into the lake all contaminants that may arise under 
the terrestrial' parts of the discharge zones, so that contaminants in the 
soil are also duplicated in the lake. These assumptions were introduced to 
simplify the modelling of the lake. They tend to overestimate impacts 
because the amount of a contaminant in the biosphere model exceeds the 
amount that is actually available. 

Figure 5-19 identifies the two types of sediment that are modelled: com- 
pacted and mixed. Compacted sediments refer to the deep sediments directly 
above the overburden, and they are modelled as part of the interface 
between the geosphere and biosphere m o d e l s  (see Section 5.5). 

Mixed sediments refer to the shallow sediments lying above the compacted 
sediments and are modelled by the lake sediment equation. The mixed sedi- 
ments receive contaminants from the overlying lake water at a rate that is 
dependent on the concentration and chemistry of the contaminant and on the 
net sedimentation rate. Sedimentation occurs continuously and contributes 
to the bulk as well as the contaminant content of the mixed sediments. 

We also consider the possibility that the fields used by the critical group 
might be located on fresh lake sediment. On the basis of the models and 
data for the reference disposal system, this possibility occurs in about 1% 
of the randomly sampled simulations (Davis et al. 1993). When such simula- 
tions are chosen, we assume that the concentration of contaminants in each 
field is the average of the estimated contaminant concentrations in the 
mixed and compacted sediments, weighted by the relative thicknesses of the 
two layers. 

Important parameters used to simulate the lake and lake sediments include 
the rate of flushing of the lake, the rate of degassing of volatile conta- 
minants (or gaseous evasion rates and aquatic mass loading coefficients), 
and the rate of removal of contaminants to the mixed sediments (Davis et 
al. 1993). The rate of flushing depends on the volume of the lake, the 
size of the watershed and the annual meteoric precipitation. The rate of 
removal by sedimentation depends on the sedimentation rate of particulates, 
the area of the lake and the extent of sorption of contaminants on particu- 
lates. The sorption coefficients for contaminants on compacted sediment 
are important w l l e r l  ldke sediments are Used as soil. 

5.6.2.2 Well Model 

The well model has already been discussed in Section 5.5, as part of the 
linkage between the geosphere and biosphere models. However, we mention it 
again because one of its parameters depends on other components of the 
biosphere model. 



The well is an alternative to the lake as a source of water. We assume its 
frequency of use corresponds to current rural well usage in the Shield 
region of central Canada (Davis et al. 1993). Throughout each simulation 
of the biosphere, we assume that water used for domestic purposes, live- 
stock and for watering the garden comes from the well or from the lake. 
(we also assume that the forage field may be watered but using only lake 
water. ) 

In the biosphere model, a switch parameter determines whether the critical 
group obtains their water from the well or from the lake. (A switch para- 
meter is one that describes mutually exclusive options available for a 
simulation. It is characterized by a PDF that incorporates the relative 
probabilities of occurrence of each option.) When the well option is 
selected, the biosphere model determines the volume of water tentatively 
required from the well. This tentative well demand is then compared with 
the capacity of the well to supply water (calculated in the geosphere 
model). If the well cannot provide sufficient water, we decrease the well 
demand and assume that the difference is made up with water from the lake 
(Section 5.5). We use this reduced well demand when estimating concen- 
trations of contaminants in well water. 

There are several important parameters associated with the well model. One 
is the switch parameter that selects the source of domestic water. In this 
instance, the switch parameter describes one of two options: the source of 
domestic water is either the well or the lake. When a well is selected, 
another important parameter is the tentative well demand. lt is determined 
in the biosphere model from the requirements of the critical group for 
water and is a function of the sfze of the critical group, the number of 
livestock, and the amount of irrigation water required to supplement 
meteoric precipitation. 

5.6.2.3 Soil Model 

The biosphere model simulates contaminant movement in the soil of four 
fields (Figure 5-16): a garden, a forage field on which feed and fodder for 
domestic and wild animals is grown, and a woodlot and peat bog that supply 
wood and peat for construction and heating (Sheppard 1992). 

Figure 5-20 illustrates the processes simulated in the soil model. Conta- 
minants enter field soils by three processes: 

- groundwater discharge at the water table below the soil, 

- air deposition of contaminants that have been released into the 
atmosphere from the surface of the lake, and 

- irrigation using water from the lake or well (only the garden and 
forage field have a probability of being irrigated in the assess- 
ment of the reference disposal system, reflecting current 
practices). 



Contaminant concentrations in the soil also increase or decrease because of 
radioactive decay. Contaminants may leave field soils by 

- uptake in the roots of harvested plants; and 

- degassing of volatile contaminants (also known as gaseous 
evasion), or suspension of contaminated particulates in the 
atmosphere. 

We model the soil in each field on the assumption that it consists of four 
successive layers. The top two layers make up the plant rooting zone at 
the soil surface. The other two layers are an intermediate soil layer and 
a deep zone in contact with the water table. The model uses equations that 
summarize the results from a more detailed soil model called SCEMRl 
(Sheppard 1992, Davis et al. 1993). The SCEMRl model simulates the long- 
term net result of daily movement of pore water and contaminants resulting 
from capillary rise, root uptake, leaching and runoff, and the sorption of 
contaminants on soil solids. The soil model also uses the results from 
SCEMRl to estimate the net requirements for irrigation water, based on soil 
type, field moisture capacity, evapotranspiration, runoff and meteoric 
precipitation. 

In the soil model, we do not deplete the soil of any contaminants that may 
be removed by suspension (Sheppard 1992). Instead, the mass of suspended 
contaminants is duplicated in the soil and in the atmosphere. This assump- 
tion, introduced to simplify the modelling, leads to an overestimak of 
impacts that depend on contaminant concentrations in soil. 

The results of these calculations include estimates of contaminant concen- 
trations in the plant rooting zone and the net requirements for irrigation 
water. 

Important parameters in the soil model are the soil type, soil depth, the 
areas of the four fields, effective meteoric precipitation, volume of 
irrigation water, and the extent of sorption of contaminants on the soil 
solids. The four types of soil dr.e sar~d,  loam, clay and organic, wirh the 
additional possibility that fresh lake sediments may be used instead as 
soil (Davis et al. 1993). 

5.6.2.4 Atmosphere Model 

The biosphere model calculates contaminant concentrations in the outdoor 
and indoor air used by the critical group and the deposition rates of 
contaminants onto underlying surfaces (Amiro 1992b). Figure 5-21 illus- 
trates the atmospheric processes simulated. 

We assume that the noble gases 3 9 ~ r ,  81~r, 8 5 ~ r  and 222~n discharge from 
the geosphere directly into the surrounding atmosphere (Davis et al. 1993). 
Other contaminants enter outdoor air 



FIGURE 5-21: The Processes Modelled in the Atmosphere Model 

The arrows show processes that are explicitly modelled in the atmosphere model (Davis et al. 1993). 
Contaminants enter outside air by degassing and suspension of particulates from the soil in the 
fields, from the water of the lake and from fires (including burning wood and peat for fuel). 
Contaminants enter dwellings with the outside air, by releases from domestic water (from the lake 
and the well), and by infiltration from soil around building foundations. We assume that the 
contaminants are well mixed by dispersion in the air. 

- by degassing of volatile contaminants (also known as gaseous 
evasion) and suspension of contaminated particulates from soil 
areas and from lake water; and 

- by release in smoke from burning contaminated vegetation and fuel 
(wood and peat). 

Contaminants enter indoor air 



in releases from domestic water, such as showers and humidifiers; 
and 

- by infiltration from the underlying soil (for radon gas). 

We assume that all contaminated particulates entering the atmosphere are 
eventually deposited back onto the area from which they originated (the 
surface of the fields or the lake). The application of this assumption 
means that there is a duplication in the mass of contaminants in the atmo- 
sphere and in the soil and lake. 

Concentrations from particulates in the outdoor and indoor air are modelled 
using simple algebraic expressions (Amiro 1992b, Davis et al. 1993). The 
equations assume that contaminants are well mixed and their concentrations 
in air are proportional to their concentrations from the source. Concen- 
trations from volatile contaminants and from contaminants released by fires 
are calculated in a similar manner. 

Important parameters in the atmosphere model describe the rates at which 
contaminated particulates and volatile contaminants enter air from soils 
and the lake, the frequency of fires, contaminant emission rates from 
fires, and the dispersion of contaminants in the atmosphere (Davis et al. 
1993) . 

5.6.2.5 Food-Chain and Dose Model for the Critical Group 

The food-chain and dose model uses the concentrations of radionuclides from 
the lake, well, soil and atmosphere models, and the deposition rates from 
air and irrigation, to estimate the degree of contamination of plants and 
animals (Zach and Sheppard 1992). It then estimates annual dose to a 
member of the critical group. 

We assume in the biosphere model that contaminants may reach the critical 
group through 23 possible exposure pathways (Table 5-2). For example, the 
group may receive an internal radiation dose by inhaling contaminated air 
or by consuming 

- water fromthelakeorthewell; 

- garden plants contaminated through their roots or through their 
leaves ; 

meat, milk and poultry products contaminated by animals' drinking 
water, by ingested soil or by plants derived from the forage 
field (the plants may be contaminated through their roots or 
through their leaves); 

fish from the lake; and 

contaminated soil residues on food. 



The group may also receive an external dose from being near contaminated 
air, water, ground and building materials. 

5.6.2.6 Internal Pathways 

The critical group obtains all its air, water and iood irom the vicinity ot 
groundwater discharges from the hypothetical vault (Davis et al. 1993). 

The inhalation rate and food and watcr ingcstion ratcs of individuals in 
the critical group are calculated from human energy requirements (Zach and 
Sheppard 1992). We assume that their diet consists solely of locally pro- 
duced plants and berries, animal products (domestic and qame meat, dairy 
products, poultry and eggs), fish and water. In addition, their diet 
includes inadvertently ingested soil. We assume that the animals supplying 
food to the critical group also have a diet of local produce and water, 
including ingested soil. 

We simulate the processes leading to the accumulation of contaminants in 
food using algebraic equations (Zach and Sheppard 1992, Davis et al. 1993). 
The concentrations of contaminants in plants are calculated using concen- 
trations in soil and air, and the following additional parameters: 

- plant/soil concentration ratios (also known as soil-to-plant 
concentration factors and soil/plant transfer coefficients) that 
give contaminant concentrations in plants relative to concentra- 
tions in the soil on which they grow; and 

- rates of deposition, times of above-ground exposure and intercep- 
tion fractions that give concentrations in plants resulting from 
deposition on leaves from the air and from irrigation. 

The concentrations of contaminants in animals are calculated using 

- the amounts of food, water and soil eaten by beef cattle, dairy 
cows and poultry; 

- the extent of contamination of the plants (also produced 
locally), water and soil they eat; and 

- plant-to-animal transfer coefficients to describe the portion of 
an ingested contaminant that is incorporated into the animal 
product (examples include the plant-to-milk transfer factor, the 
plant-to-poultry product transfer factor and the plant-to- 
mammalian-meat transfer factor). 

The concentrations of contaminants in fish are calculated using a water-to- 
fish transfer factor (also known as an aquatic concentration ratio) that 
describes contaminant uptake from lake water by fish. 

Loss and ingrowth due to radioactive decay are taken into account for the 
interval between the time that foodstuffs are removed from the contamfnat- 
ing source and the time that they are ingested. 



Internal Dose Estimates 

We calculate radiation doses to the critical group via internal exposure 
pathways from radionuclide concentrations in plants, animals, fish, water 
and air, using estimates of the amounts of these that would be consumed or 
inhaled. These calculations require dose conversion factors (DCFs) that 
convert the concentrations of radioactive contaminants into 50-year com- 
mitted effective dose equivalents. Documentation for the dose conversion 
factors is provided by Zach and Sheppard (1992) and Davis et al. (1993); 
these factors are calculated using procedures and data from the ICRP (1977, 
1979). Section E.2 in Appendix E discusses recent changes to the recom- 
mendations of the ICRP. 

We take into account two special considerations in calculating the doses 
resulting from 1 2 9 ~  (Zach and Sheppard 1992, Davis et al. 1993): the 
absolute upper limit and isotopic dilution. 

Nearly all of the body's iodine is concentrated in the thyroid gland, which 
can contain only a limited amount of iodine. Thus there is a limit to the 
dose that can be normally produced by '''1 in the body, even if all the 
iodine present were 12'1. This maximum annual dose is about 38.6 mSv/a 
(Zach and Sheppard 1992) and is an absolute upper limit implemented in the 
food-chain and dose model. 

The human body requires about 200 pg of iodine per day that is either natu- 
rally present in food and water or frequently added as a dietary supple- 
ment. The biochemical processes of humans and animals do not distinguish 
between the isotopes of iodine, including radioactive 1 2 9 ~  and the stable 
isotope, 127~. Consequently, the isotopes of iodine are retained in the 
body in the same proportion as in their sources (primaril drinking water 
and foods). The presence of 1 2 7 ~  reduces the amount of lr91 that could be 
retained by the body in the ratio of the concentrations of the two iso- 
topes. This process is called isvLupic dilution. We include the effects 
of isotopic dilution for iodine in two separate calculations, both of which 
yield conservative estimates of dose: 

- We first use a value for ingested stable iodine (127~) of 200 pg 
of iodine per day (Zach and Sheppard 1992, Davis et al. 1993), 
together with the estimated amounts of 12'1 ingested in con- 
taminated food and water This calculation is called the 
ingested food limit for i291. 

We then repeat the cdlculation, but this time we assume that the 
critical group ingests only the iodine found in their drinking 
water. This water may contain 1 2 9 ~  from the disposal vault. 
However, it does contain concentrations of 1 2 7 ~  derived from thc 
surrounding geosphere, and we use a PDF to describe the vari- 
ability in the concentrations of 1 2 7 ~  observed in deep ground- 
water near the hypothetical vault in the WRA (Gascoyne and 
Kamineni 1992, Davis et al. 1993). This calculation is called 
the groundwater limit for 12'1. (Note that this calculation 
ignores sources of stable iodine other than groundwater sources; 
the inclusion of additivndl sources would further reduce actual 
internal doses from 12'1. ) 



We then compare the estimated annual doses that are due to 12'1 from the 
ingested food limit and from the groundwater limit and choose the smaller 
of the two to represent the estimated annual  dose from ingestion of 12'1. 
The choice may change from one simulation to the next, or even at different 
times for the same simulation, because of the uncertainties associated with 
the sampled parameters. 

We have also implemented a groundwater limit for 14c. The biochemical 
processes of humans and animals use carbon to build body tissue and do not 
distinguish between radioactive 14c and the stable isotope, 12c. Conse- 
quently, the carbon isotopes are retained in the body in the same propor- 
tion as in their sources of carbon. Thus we include a groundwater limit of 
dose trom 14c to describe the isotopic dilution of 14c w i L h  I2c (Zach and 
Sheppard 1992, Davis et al. 1993). 

Important parameters in the internal exposure pat-hways are inhalation 
rates, food and water consumption rates, composition of diet, soil-to-plant 
and plant-to-animal transfer rates, and the factors converting ingestion 
rate for each radionuclide to internal dose. Other important parameters 
that affect the food-chain model calculations are the number of people in 
the critical group and the source of drinking water (Davis et al. 1993). 

Finally, as discussed above, several important parameters pertain to only 
12'1 and 14c. For 12'1, they are the maximum amount of iodine retained in 
the body, the amount of iodine found in the daily diet of the critical 
group, and the concentration of 1 2 7 ~  in groundwater. For 14c, an important 
parameter is the concentration of stable carbon in groundwater. The con- 
centrations of stable iodine and carbon in groundwater vary from site to 
site on the Canadian Shield; for consistency with the geosphere model, we 
use data based on observations at the WRA (Davis et al. 1993). 

5.6.2.7 External Pathways 

We assume that in the food-chain and dose model that the critical group may 
also receive an external dose from contaminants in their surroundings: the 
air (indoors and outdoors), watcr (bathing and swimming), the s o i l ,  and 
from building materials derived from trees or soil. Bathing and swimming 
involve domestic water. Wooden building materials consist of wood from the 
woodlot and inorganic buildinq materials are made from soil from the forage 
field (which is composed of lake sediment in some instances). 

We estimate external dose to the critical group from contaminant concentra- 
tions in the surroundings such as exposure to radiation from the soil as a 
result uK standing on the most contaminated field (Zach and Sheppard 1992). 

Important parameters for external pathways calculations are the dose con- 
version factors that convert concentrations of external radioactive contam- 



inants to effective dose equivalents for each radioisotope in soil, air and 
water, and estimates of the duration of exposure to each external source 
(Davis et al. 1993). 

5.6.2.8 Dose Model for Other Organisms 

We also estimate the radiation dose to nonhuman biota from ingestion and 
external exposure pathways in the biosphere model. The primary reference 
for the biosphere model (Davis et al. 1993) outlines how conservative esti- 
mates of radiation dose are calculated for specific target organisms. 
These calculations require a large amount of data, some of which are not 
readily available. Thus we have relied on a generic approach for the post- 
closure assessment; this approach is well supported by data and addresses 
environmental protection in an integrated and holistic manner. 

The dose model for nonhuman biota considers four generic target organisms 
(Davis et al. 1993): 

- A plant with contaminant uptake characteristics similar to a 
broad range of terrestrial vascular plants, including many 
grasses, herbs and trees. The soil-to-plant and air-to-plant 
pathways involve contaminant uptake from soil, and deposition 
onto leaves from the atmosphere and irrigation water. For 
external exposures, the plant is immersed in air, soil and water. 
This reflects a broad range of terrestrial and aquatic plants and 
includes exposure of the roots, shoots, leaves and reproductive 
parts. 

A mammal most similar to a herbivore in its eating habits. 
Typical species include caribou, moose, beaver and meadow vole. 
The mammal accumulates nuclides from ingestion of water, vege- 
tation and soil. Higher levels of consumers, such as predators, 
are not modeled explicitly; they would be included, to a certain 
extent, in the broad distribution of transfer factors. External 
exposure of mammals includes immersion in water, air, soil and 
vegetation, and thus encompasses terrestrial, semiaquatic and 
soil-burrowing mammals. 

A bird most similar to a terrestrial species that eats seeds and 
fruit. Typical species include ruffed grouse, song sparrow and 
evening grosbeak. The ingestion and external exposure pathways 
considered are the same as for the mammal. 

Fish representing a wide range of free-swimming and bottom- 
feeding species, including lake trout, northern pike, lake 
wllitef ish and white sucker. The f is11 i~lhabiLir~y the discharge 
lake might become contaminated through the ingestion of food and 
sediment and through osmotic exchange of fluids. The fish may 
also receive an external radiation dose from water and from lake- 
bottom sediments. 



Each of these biota are located in the immediate discharge zones of the 
reference disposal vault, and in this sense they are "critical" biota, 
similar to the critical group. 

Calculated concentrations of radionuclides in surface water, soil and air 
are used to estimate radionuclide concentrations in tissues of the target 
organisms through use of the food-chain transfer coefficients. The concen- 
trations in the tissues are then related in a conservative manner to radia- 
tion dose from exposure to internal sources using DCFs (Davis et al. 1993). 
The concentrations in surface water, soil and air are also used to calcu- 
late radiation dose from exposure of the organism to external radiation 
sources. Inhalation exposures have not been evaluated but are expected to 
be of much less importance (Davis et al. 1993). 

The dose equations are similar to those for the human dose pathways, with 
two slight differences: 

- No nuclide losses resulting from decay during a holdup time are 
included because the organisms receive a dose as soon as they 
take in the nuclide or are exposed to it in their habitat. 

- Radiation doses to the target organisms are calculated in units 
of gray. The basic unit of absorbed dose of ionizing radiation 
is the gray (ICRP 1977, Davis et al. 1993). For humans, we 
report annual dose (more precisely the annual effective dose 
equivalent) in Sv/a, which takes into account the biological 
consequences on humans of different types of radiation. The 
sievert is the product of the dose in grays and a dimensionless 
radiation quality factor that describes the effectiveness of 
different types of radiation in producing biological effects on 
humans. The quality factor has a value of unity for 12'1, 14c 
and "TC for humans (Davis et al. 1993), but equivalent data are 
not well known for nonhuman biota. 

In a lying the equations, we consider only three contaminants: 12'1, 14c 
and "Tc, which ore the nuclides of most concern for the ref crencc disposal 
system. In fact, the results of the assessment discussed in Sections 6.2 
to 6.5 show that only 1 2 9 ~  and 14c have significant concentrations in any 
parts of the biosphere ("TC produces small concentrations in some sensi- 
tivity analyses). 

Although a rigorous methodology to relate radiation dose to risk for non- 
human biota does not exist, we can compare estimated radiation doses tor 
the generic organisms with doses where effects have or have not been 
observed in the laboratory or field. 

DATA USED BY THE MODELS 

For the models discussed in Sections 5.1 to 5.6, we identified many of the 
parameters that are used in the postclosure assessment to provide estimates 
of impacts from the reference disposal system. In this section, we discuss 
the data for the input parameters. An input parameter is one that requires 



supplied data; other parameters (or variables), such as contaminant concen- 
trations and estimates of annual dose, are calculated from these input 
parameters. 

The geochemical, geological and hydrological features of the reference dis- 
posal system arc bascd on cxtcnsive research studies at the WRA (Davison et 
al. 1994b). This specific site was selected to ensure that the geological 
data used in the assessment are realistic and self-consistent. By self- 
consistent, we mean that the parameter values in the system model are com- 
patible and not contradictory. For example, the discharge locations are 
consistent with the detailed modelling of the WRA (Davison et al. 1994b), 
and these discharge locations are used by both the geosphere and biosphere 
models. Similarly, groundwater velocities and rock properties used by the 
vault model are consistent with those used in the geosphere model and are 
based on results of the research studies from the WRA. 

The biosphere model is largely generic; thus it involves but does not 
specifically model the WRA (except for features such as discharge locations 
and concentrations of stable iodine and carbon in groundwater). Data for 
the biosphere model are derived from the literature and from a variety of 
field and laboratory studies, selected to represent the Shield environment 
of central Canada. 

To select appropriate data for the parameters of the system model, we must 
deal with several issues: 

- The complete set of site characteristics and facility design 
cannot be completely specified. Data for some parameters may not 
be known, and data for others may be uncertain or variable (and 
vary over a wide range). 

- Field and laboratory data always have some degree of error and 
uncertainty that can, in some cases, have significant 
implications on estimated impacts. 

- Data obtained in the laboratory must be extrapolated if the 
conditions in the laboratory do not match the chemical and 
physical conditions covered in the assessment models. Extra- 
polation may also be required so that data obtained from short- 
duration experiments can be applied over the long time-scale of 
the assessment. 

we take these features of the data into account by using a probabilistic 
approach in preparing quantitative estimates of effects for the postclosure 
assessment (Chapter 2 and Section A.3 of Appendix A). The probabilistic 
approach implies that we specify a distribution of allowed values for each 
sampled parameter. The distributions are specified using PDFs: 

A PDF is a function defined over the range of values for a 
parameter. It is equal to zero for any parameter value that 
researchers believe is fmpossible; these values will never be 
selected for a simulation. The PDF function is greater than zero 
fur any pardlueler. vdlue Lhat researchers believe is possible. 



These values may be sampled for a simulation. If one parameter 
value is thought to be more likely than another, then its weight- 
ing in the PDF tunction will be larger, and the value will tend 
to be sampled more frequently. 

That is, PDFs are chosen to include the credible range of values for the 
sampled parameters and to provide the likelihood of occurrence of specific 
values of the parameter within this range. 

Some properties can vary from place to place, like rock permeability, or 
from time to time, like annual rainfall. The parameter value corresponding 
to such a property is chosen as a single time-independent value for a simu- 
lation. The models in SYVAC3-CC3 do not include any parameters that are 
both sampled and time dependent. If the time dependence of a quantity is 
deemed important and can be quantified, it is treated as a calculated vari- 
able and is a function of other parameters that are sampled and constant in 
time . 

Tn some degree, a spatially varyinq property may be described by a spatial 
representation in the model using several related parameters. Examples in 
the system model for the reference disposal system are as follows. 

- Each of the 12 sectors in the vault will experience a different 
temperature rise in the future, depending on the amount of heat- 
producing waste present and the location of the sector relative 
to other sectors and to the rock of the qeosphere. This spatial 
variability in temperature rises is accounted for in simulating 
the rates of corrosion of the containers (Johnson et al. 1994b), 
and t-hus the different sectors have different rates of container 
failure. 

- The rock between the vault and the biosphere is described using 
46 segments (Section 5.4). All segments are characterized using 
the same types of parameters, such as permeability and the types 
and amounts of minerals present. However, the PDFs for the para- 
meters iri one segment differ from thosc of another segment, 
explicitly representing much of the spatial variability of the 
rock in the geosphere. 

Some parameters represent an effective or lumped quantity that takes into 
account spatial or temporal variability. Their PDFs include this variabil- 
ity and all other sources of uncertainty. In general, for all parameters, 
the distribution of values defined by a PDF represents our lack of knowl- 
edge. If the PDF for an effective quantity takes into account spatial or 
temporal variability, then its PDF includes our uncertainty about how well 
values for the effective quantity would account for this variability. 

We have also implemented correlations between parameters. That is, the 
values for some parameters are not mutually independent, but exhibit some 
underlying relationship. In general, we use correlation coefficients for a 
small number of parameters, such as the amounts of food, soil and water 
consumed by members of the critical group, and the frequency of irrigation 
of different types of soil (Davis et al. 1993). 



Where possible, we describe correlations in the system model in a different 
way, by calculatinq values for correlated parameters from a more fundamen- 
tal set of sampled parameters that are taken to be independent. Three 
examples where this approach is used in the reference disposal system are 
simulating precipitation in the buffer, anionic transport in the buffer and 
sorption on rock in the geosphere. 

- The tendency of nuclides to precipitate in the buffer depends on 
the chemical regime, which could affect different nuclides in a 
similar way. For example, we expect to find that the precipita- 
tion of uranium and technetium is affected by the electrochemical 
potential in the buffer. In SYVAC3-CC3, we correlate solubility 
limits for uranium and technetium, and for plutonium, neptunium 
and thorium, by calculating them as a function of a basic set of 
sampled parameters that include electrochemical potential and 
uLhe1 fur~dar~~ental sampled parameters (Johnson et al. 199413). 

- The movement of different anionic species in the buffer is 
expected to be similar. For SYVAC3-CC3, researchers have 
correlated the buffer diffusion coefficient and the buffer 
capacity factor for all contaminants in the vault that form 
anionic species in groundwater. These parameters are correlated 
to an independent sampled parameter called the buffer anion 
correlation parameter (Johnson et al. 1994b). 

- Elcmcnts with similar chemical properties have similar trends 
when sorbing onto the minerals in the rock of the geosphere. 
There is also some correlation between the extent of sorption in 
parts of the geosphere that are chemically similar. Sorption in 
the geosphere is determined, for each chemical element, as a 
function of more basic parameters, such as the salinity of the 
groundwater and the types and amounts of minerals present in a 
segment of rock (vavison et al. 1994b). Correlations in sorption 
within one segment are accounted for by the presence of different 
minerals within the segment (the amount of each mineral is a 
sampled quantity). Thus all elements that arc strongly sorbed by 
hematite have strong sorption in a segment containing the mineral 
hematite. Correlations in sorption within different segments are 
also accounted for because of the presence of the same minerals, 
possibly in different amounts. For example, an element strongly 
sorbed by hematite is strongly sorbed in all segments containing 
hematite. 

The selected PDF may represent a combination of field and laboratory mea- 
surements, historical data, theoretical principles and the collective 
opinion of experts. To ensure consistency in t h e  data set as a whole, a l l  
data contributors were asked to apply a common set of guidelines when they 
defined their PDFs. The guidelines (Stephens et al. 1989, 1993) recognize 
the key role played by the judgment of experts in defining appropriate 
PUFS. It is not teasible to give detailed prescriptions or directives to 
be applied in defining data distributions. Instead, the guidelines consist 
of background information about the objectfves of the postclosure assess- 
ment, a description of the reference d i s p o s a l  systcm, the assumptions made 



and the conditions prevailing for the assessment of the system. The guide- 
lines also 

- describe the mathematical requirements to define these PDFs, and 

- pxuvirle irlsLructiuns fur irlcludirlg correlatioris among the values 
of two or more parameters. 

In addition, we follow the principle that, if there is insufficient infor- 
mation to specify unambiguously a PDF, then the selected PDF and its attri- 
butes should bias values that would lead to overestimates of impact. 

The specification of PDFs used with the reference disposal system is con- 
trolled by experts in the areas of science and engineering appropriate to 
each of the parameters. The PDFs chosen for all parameters are fully docu- 
mented in the primary references on the vault model (Johnson et al. 1994b), 
the geosphere model (Davison et al. 1994b) and the biosphere model (Davis 
et a1 1993). These references also give the justification for each 
selection. 

A final consideration affecting the postclosure assessment is the great 
quantity of the data that is required. The system model uses more than 
7000 parameters, all requiring corresponding data. We use an automated 
database system (Section B.5 in Appendix B) to manage this data and to 
provide assurance that the data are correctly passed from the data con- 
tributor to the computer codes used in the assessment. 

The database system comprises a collection of standard data-submission 
forms, one for each parameter or class of related parameters. For each 
parameter, a specific expert was assigned the responsibility for reviewing 
and selecting the appropriate data. Further data checks were performed by 

- the Chairpersons of the Model Working Groups that developed the 
vault, geosphere and biosphere models; 

- the personnel who were directly involved with developing the 
computer code for the postclosure assessment; and 

- the database administrator. 

These checks ensured that the data supplied by the experts were correctly 
installed in the database. 

Copies of the forms are also stored on a computer database. The computer 
database can be changed only by the database administrator. An automated 
procedure has been established to interrogate the computer database and to 
extract the data needed to perform any of the calculations required for the 
postclosure assessment. 

More details on the database system are provided in Appendix B 



PERIOD OF APPLICABILITY OF THE SYSTEM MODEL 

5.8.1 ~ntroduction 

We have developed the system model to describe the release and transport of 
contaminants from the reference disposal system and to estimate impacts 
associated with the SYVAC scenarios. Our application of SYVAC3-CC3, docu- 
mented in Chapter 6, yields quantitative results for times up to lo4 a from 
the closure of the disposal facility. We also present results that are 
extrapolated to lo5 a and report the maxima in estimated impacts for times 
up to 1 0 5  a. 

~lthough the system model is designed to be applicable to lo4 a, it may 
also be acceptable for longer times. We summarize in this section how the 
three models making up the system model would be affected for times beyond 
lo4 a, More detailed discussions are provided in the primary references on 
the vault model (Johnson et al. 1994b), the geosphere model (Davison et al. 
1994b) and the biosphere model (Davis et al. 1993). 

5.8.2 Period of Applicabilitv of the Vault Model 

The vault model is considered appropriate for estimating probable releases 
from the vault for the time frame up to approximately l o 5  a after closure 
(Johnson et al. 1994b). The following notes discuss the time frame for 
which some components of the vault model are expected to produce acceptable 
estimates (Johnson et al. 1994b): 

- Container: Studies of the behaviour of Grade-2 titanium containers 
suggest that the major modes of failure would be due to initial 
defects, crevice corrosion and delayed hydride cracking (Johnson 
et al. 1994b). These modes of failure, together with several 
conservative assumptions, lead to the modelling result that all 
containers would fail within lo4 a (although Johnson et al. 
(1994b) anticipate that actual failure times would be much longer 
than l o 4  a). 

- Usedfuel: The dissolution of used fuel is enhanced by the presence 
of alpha radiolysis, the chemical decomposition of molecules 
resulting from the release of alpha particles (Johnson et al. 
1994b). Alpha radiolysis could produce oxidizing electrochemical 
potentials at the surface of the used fuel. After about lo5 a, 
alpha activity will have decreased to a level comparable to that 
ot a rich uranium ore deposit (Johnson et al. 1994b). 

I n  the postclosure assessment, the electrochemical potential in 
the vault represents the relatively oxidizing conditions that are 
possible at short time frames and that promote the dissolution of 
used fuel. At longer times, this electrochemical potential would 
be much less oxidizing, and the vault model would greatly over- 
estimate the dissolution of used fuel and the associated congru- 
ent release of contaminants (Johnson et al. 1994b). Thus the 
vault model should not be used to estimate contaminant releases 
from the used-fuel matrix beyond about lo5 a. 



- Transport in the vault: The parameters describing contaminant transport 
in the buffer and backfill material reflect conditions likely to 
persist over a period of lo5 a. Over much longer periods of 
time, the clay material (bentonite) in the buffer could slowly 
change to an illite clay; however, it is expected that these 
changes would not significantly affect transport properties 
(Johnson et al. 1994b). 

Estimates of transport in the vault may also be influenced 
through the formation of a hydrogen gas phase. Johnson et al. 
(1994b) estimate that this might occur some time after about 
2 x lo4 a, but the amount of gas would occupy only about 1% of 
the total pore space in the buffer and backfill, and thus should 
have no important effects on contaminant transport. Over longer 
periods of time, a slowly accumulating gas phase could have com- 
plex effects; for example, it may inhibit contaminant transport 
by limiting the access of water to the containers (Johnson et al. 
1994b). 

Finally, the transport of contaminants out of the vault depends 
on the groundwater velocity in the surrounding rock, which could 
change with the onset of glaciation (Johnson et al. 1994b). 

The cumulative uncertainty in the effects of these processes sug- 
gests that the vault model should not be used to estimate contam- 
inant transport in the vault for times beyond lo5 a. 

The geosphere model is considered to be applicable until the onset of the 
next glaciation (Davison et al. 1994b). Until that time, the factors 
affecting the flow of groundwater and the transport of vault contaminants 
through the geosphere surrounding the disposal vault are expected to remain 
relatively constant. These factors include the hydraulic pressure field, 
the permeability of the rock mass and the major fracture zones within it, 
the chemistry of the groundwater and the chemistry of the rock and the 
minerals in the fractures in the rock. 

Although the effects of glaciation are unlikely to disturb the physical 
characteristics of the rock at or below the 500- to 1000-m depth of a 
vault, they could affect the hydraulic pressure field or permeability of 
the fractures zones in the rock enough to change the groundwater flow 
pattern (Davison et al. 1994b, Heinrich 1984a). 

Glaciation could alter both near-surface and deep groundwater flow pat- 
terns. This would render incorrect our current represenLaLiun 01 the 
transport pathways through the geosphere from the vault to the biosphere. 
Thus the applicability of the geosphere model is considered limited to the 
period until the n n s e t  nf t h e  n e x t  g l a c i a t i o n .  



Period of Applicabilitv of the Biosphere Model 

The major physical factor limiting the period of applicability of the bio- 
sphere model is the change in climate induced by the onset of the next 
glaciation or any other event that produces a significant long-term change 
in the present climate. The biosphere model and parameter values have been 
developed to simulate current interglacial conditions, which correspond to 
the warm periods between glaciations (Davis et al. 1993). The expected 
reduction in temperature and the resulting ice cover over the Shield region 
would render inappropriate the biosphere model used in the postclosure 
assessment. However, our analysis shows that it is unlikely that glacia- 
tion would lead to substantially increased impacts to humans or other biota 
(Davis et al. 1993). 

In a general way, the biosphere model would be applicable for each of the 
warm periods between glaciations in the future, but the effects of the 
glaciations on the linkages with the geosphere (such as contaminant dis- 
charge locations) are not known. Thus the applicability of the biosphere 
model is limited to the present warm period. However, if it is assumed 
that the geosphere is largely unaffected by glaciation, then we can use the 
biosphere model to estimate impacts for the mild and cold interstadial 
periods that differ only slightly from those calculated for the current 
interglacial period (Davis et al. 1993). 

Socio-technical factors could also affect significantly the applicability 
uL Lhe mudel, the most unpredictable being technical, social and environ- 
mental factors linking the contaminants entering the biosphere to an impact 
on humans and their environment. Recent cultural and technological changes 
have b e e n  so rapid and so profound that the possihle effects on model 
applicability are extremely difficult to assess. Estimates of far-future 
living and environmental conditions are largely speculative. Thus our 
calculations should be viewed as an illustration of what the impacts would 
be if the releases occurred today, rather than as a prediction of the 
actual impacts in the future (in line with international opinion (NEA/IAEA/ 
CEC 1991)). The results should be considered as indicators of safety that 
can be compared with safety standards. The biosphere model includes a 
number of conservative assumptions to cover a wide range of environmental 
and climate conditions and to ensure that potential impacts are not 
underestimated. 

The expected time limit to the applicability of the biosphere model is, 
therefore, the onset of the next glaciation. 

CONTAMINANTS OF CONCERN FOR THE POSTCLOSURE ASSESSMENT 

In this seclion, we discuss the results uL d screening study (Goodwin and 
Mehta 1994) used to identify the contaminants of concern for the postclosure 
assessment of the reference disposal system. The study corresponds to a 
preliminary application of the fourth step nf estimating impacts in our 
assessment approach (see Figure 2-1). It is considered to be preliminary 
because the study did not use the relatively detailed models described in 
the previous section, but rather it used simple models (and associated data) 
that are extremely conservative. That is, the screening study used models 



and data that lead to overestimates of the potential impacts (and that are 
more conservative than the models and data described in Sections 5.1 to 
5.6). The study was carried out so that the development of more detailed 
models would be focussed on the most important contaminants, some of which 
require special modelling considerations. 

In the following discussion, we first discuss the source of the contami- 
nants, review the screening calculations, and then list the contaminants of 
concern for the postclosure assessment. These contaminants are examined in 
more detail in Sections 6.2 to 6.6. 

5.9.1 Sources of Contaminants 

The postclosure assessment is focussed on contaminants originating in used- 
fuel bundles from CANDU nuclear generating stations. Thus we have examined 
the contaminant inventory in irradiated uranium dioxide ( U 0 2 )  fuel and the 
Zircaloy sheaths used to contain the fuel. 

For modelling purposes, we assume that all fuel bundles would have the 
following characteristics (Johnson et al. 1994b): 

- they contain the same type and amount of contaminants; 

- they are of the type produced by the Bruce Nuclear Generating 
Station; 

- they have each produced thermal energy amounting to 685 GJ/kg of 
initial uranium; and 

they have been stored out of the reactor for at least 10 a, so 
that their level of heat and radiation emission is much lower 
than when they were in the reactor. Thus using a value of 10 a 
will lead to an overestimate of the temperature rise in the 
vault, and subsequently to an overestimate of the rates of 
corrosion and failure of the containers. (It is anticipated that 
most, if not all, of the bundles will have been in storage much 
longer than a decade.) 

An actual disposal system would contain fuel bundles with somewhat differ- 
ent characteristics, partly because the bundles may come from other CANDU 

reactors. We expect these differences will not have a large effect on the 
results of the postclosure assessment. In addition, the inventories of 
contaminants considered in the postClOSure assessment are described using 
PDFs (Johnson et al. 1994b), which should encompass most of these 
differences. 

Potential contaminants in these reference fuel bundles include the original 
uranium dioxide and constituents of Zircaloy, plus 

- Fission products originating from the consumption of the U 0 2  fuel 
and neutron activation products of impurities (that is, elements 
other than uranium and oxygen) in the U 0 2  fuel; 



- Neutron activation products of nuclides (including impurities) in 
the Zircaloy sheaths; and 

- Members of the four actinide decay chains, which originate from 
the neutron activation of the isotopes of uranium. 

Review of the Screenins Calculations 

After use in a nuclear reactor, U02 fuel and Zircaloy sheaths contain 
hundreds of potential contaminants. However, not all contaminants are of 
concern. Many are not radioactive, and their chemical toxicity may be 
negligible as well. Other contaminants are radioactive, but their radio- 
toxicity hazard is negligible because they are present in very small 
amounts or because they decay away in a short period of time. 

To identify the contaminants of concern for the postclosure assessment, 
Goodwin and Mehta (1994) calculated overestimates of potential impacts from 
more than 151 radionuclides and more than 80 chemical elements associated 
with irradiated U02 fuel and Zircaloy sheaths. Their calculations use a 
number of extremely conservative assumptions; for example, they assumed the 
entire inventories of all contaminants are released instantly from the 
used-fuel and Zircaloy matrices at the time of closure; there are only 25 m 
of sparsely fractured rock between the vault and a well used by the criti- 
cal group; all contaminants leaving the vault reach the well; the well 
supplies just enough water for one indivfdual, and this water is the sole 
source of drinking water for that individual; and all the contaminants 
reaching the well also accumulate in just enough soil needed to supply food 
to one individual who consumes all the accumulated contaminants within 
50 a. Many of these assumptions were made to simplify the modelling pro- 
cess. Their calculations also use parameter values chosen to overestimate 
impacts. 

These very conservative calculations are used to screen the contaminants 
and identify those requiring further evaluation in this report. 

- The study provided (over-)estimates of the cvlicelitratiol~s of 
contaminants in water and soil from chemically toxic 
contaminants. We decided that a chemical element requires 
further study in the postclosure assessment if its estimated 
concentrations in water or soil exceed existing guidelines or 
regulations. Some other considerations, such as the natural 
abundance of elements in a granite rock, are also used to obtain 
a short list of chemical elements of most concern for their 
potential chemical toxicity impacts (Goodwin and Mehta 1994). 

- The scleelliliy study also pr-uviiied (uver'-)esLilrlates of annual 
doses to humans from ingestion of contaminants in water and soil. 
We decided that a radioactive contaminant requires further study 
in the ostclosure assessment- if its 1 1 p p ~ r  h n l ~ n d  is greater than 
5 x lo-' Sv/a at any time up to lo5 a (this annual dose is 1000 
times smaller than the annual dose to lo4 a associated with the 
AECB radiological risk criterion). 



(The screening study considered inventory data reported by Tait et al. 
(1989) and concluded that 3 6 ~ 1  does not require further consideration in 
the postclosure assessment (Goodwin and Mehta 1994). This conclusion is 
now being re-examined because recent information indicates that there may 
be additional 3 6 ~ 1  in the used-fuel bundles, associated with the neutron 
activation of 3 5 ~ 1  impurities in the U02 fuel pellets, in the Zircaloy 
sheaths and in related materials. The potential impacts of 3 6 ~ 1  are now 
being evaluated, and will be documented in another report. However, 3 6 ~ 1  
is expected to behave much like 12'1 in the disposal system, and bounding 
calculations indicate that radiation doses attributed to 3 6 ~ 1  would be 
comparable to radiation doses resulting from 12'1. Chemical toxicity 
impacts from C1 are unlikely.) 

Table 5-3 lists the nine chemically toxic contaminants of concern for the 
postclosure assessment. Goodwin and Mehta (1994) identified eight elements 
that are of most concern: antimony, bromine, cadmium, chromium, cesium, 
molybdenum, selenium and technetium. (Technetium is found in both the 
used-fuel and Zircaloy matrices. We consider only the former, because the 

OF THE REFERENCE DISPOSAL SYSTEM 

* 
The identification of these elements is based on a screening study by Goodwin and Mehta 

* (1 994). 
The abbreviations for the sources of the elements are: 
F - fission products of U02 fuel or neutron activation products of fuel impurities, and 

*t* 
Z - neutron activation product of Zircaloy materials. 
The last column lists the assumed element inventories, in mollkg of initial uranium. The 
values listed are median values from the PDFs used in the postclosure assessment of the 
reference disposal system (Johnson et al. 1994b). 



inventory of technetium in Zircaloy is about 5 orders of magnitude smaller 
L1la11 iLs illvelltuly in used fuel.) We have added samarium to thc list 
because it was identified as being potentially important in an earlier 
study of chemically toxic elements (Goodwin et al. 1987b). 

Radionuclides of Concern 

Table 5-4 lists the 68 radioactive isotopes, or radionuclides, that are 
examined explicitly in this assessment. Sixty were iaentified by the 
screening study described above Goodwin and Mehta 1994). An additional 
8 radionuclides (241Am/ 113m~d/ ja2Hi/ 9 4 ~ b ,  125~b, 182~a, 125m~e and 93~r) 
are included in our assessment because they had been tentatively 
recommended in an earlier study. 

Thirty-three radionuclides are associated with the actinide decay chains. 
Thirteen radionuclides appear twice in the table (for a total of 81 
entries) because they are found in both the U02 fuel and Zircaloy sheaths 
and have different rates of release from the two waste matrices 
( Sec Liuu 5.2 ) . 

Most of the 68 radionuclides decay directly to stable isotopes (or decay 
through very short-lived progeny to stable isotopes), but some are members 
of decay chains. Many decay chains are simple and can be represented by 
pairs of radionuclides: precursors and progeny. These progeny and precur- 
sors pairs are 

- 9 3 m ~ b  (pro e n y )  from the radioactive decay of 9 3 ~ 0  (precursor) 
and from "Zr (another precursor), 

- 3 2 ~  from 3 2 ~ i ,  

- 126~b from 126~n, 

- 182~a from la2~f, 

- 125m~e (from 125~b), and 

Goodwin and Mehta (1994) show that all these progeny radionuclides can be 
assumed to be in secular equilibrium with their precursors in some parts of 
the system model. The meaning of secular equilibrium is described below. 

The four actinide decay chains are more complex because each typically 
includes more than 10 radionuclides. However, they can be simplified for 
the postclosure assessment of the reference disposal system to the chains 
shown in Figure 5-22, when these simplifications are accompanied by adjust- 
ments to some radionuclide inventories and dose conversion factors (Goodwin 
and Mehta 1994). The required adjustments are used in the postclosure 
assessment. The corresponding data are described in the primary references 
for the vault model (Johnson et al. 1994b) and for the biosphere model 
(Davis et al. 1993). These adjustments mean that more than 35 radio- 
nuclides, other than those listed in Tablc 5-4, are implicitly included in 
the postclosure assessment. 



RADIONUCLIDES INCLUDED -'R P O S T C T I O S U R E : S S M E N T  

O Q q  

- -  - -  

c o n t i n u e d  . . .  



TARJ4E 5 -4 (continued) 
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TABLE 5-4 (continued) 

continued . . .  



TABLE 5-4 (concluded) 

Radionuclides are abbrevlated uslng thelr atomic mass number and element symbol; for example 
2 3 8 ~  identifies the isotope of uranium containing a total of 238 neutrons and protons in its 
nucleus. Some isotopes may have more than one long-lived energy state, and we add the 
character "rn" for metastable) to the atomic mass number for the isoto e with the higher energy. 
For example 5 3 m ~ b  has a higher energy than 9 3 ~ b .  In this case, 931RNb is radioactive and 
decays to 9 3 ' ~ b  which is stable. 

There are 68 unique radionuclides from 40 elements. Thirteen of the radionuclides appear twice 
because they occur in both the U02 fuel and in the Zircaloy sheaths. 

* The abbreviations for the sources of the radionuclides are 
F - fission products of U02 fuel or neutron activation products of fuel impurities (28 

radionuclides); 
Z - neutron activation products of Zircaloy materials (20 radionuclides): and 
4n, 4n+l, 4n+2, 4n+3 - formulae that identify the four actinide decay chains (with 7, 8, 11 and 7 

radionuclides respectively), which are simplified as shown in Figure 5-22. These formulae 
ive the mass numbers of members in a chain, where n is an integer. For example, 2 3 8 ~  

q34U and 2 3 0 ~ h  are members of the 4n+2 chain; 2 3 9 ~ u  and 2 3 5 ~  belong to the 4n+3 decay 
chain. 

Half-life values are taken from ICRP-38 (ICRP 1983). Several different values are reported for the 
half-life of 3 2 ~ i ;  for example, Walker et al. (1 989) give a value of 100 a. 

The radionuclide inventories, in moles per kilogram of initial uranium, are median values from the 
PDFs used in the postclosure assessment of the reference disposal system (Johnson et al. 
1994b). Inventories for some short-lived radionuclides (such as 9 3 m ~ b )  are reported as zero, 
indicating that they are of concern only because of ingrowth from a precursor, and not from their 
initial inventory. lnventories of some radionuclides are larger than than those reported by Tait et 
al. (1989) because they include contributions from precursors (Johnson et al. 1994b). 



Figure 5-22 also indicates that some radionuclides in the actinide chains 
can be modelled using the secular-equilibrium approximation. Secular equi- 
librium is invoked to simplify the modelling of some radionuclides. It is 
employed in the different components of the system model for the reference 
disposal system when two conditions are met: the half-life of a progeny 
must be much less than the half-life of its precursor and borh the precur- 
sor and progeny must reside within some medium for times longer than about 
4 times the half-life of the progeny. When these conditions are met, their 
activities are approximately equal, so that the mass of the progeny in t-hat 
medium is approximately equal to the mass of its precursor times the ratio 
of the progeny half-life to the precursor half-life (Goodwin and Mehta 
1994) . 

We use the secular-equilibrium approximation in the vault and geosphere 
models, including the overburden and compacted lake sediment. It means 
that we do not expliciLly simulate the movement of nuclides such as in 
these parts of the system model; instead, we can estimate the mass of 
that enters the biosphere model from the simulation results for 'OS~. 

OVERVIEW OF THE ANALYSIS 

This chapter presents thc quantitative analysis of results for the post -  
closure assessment of the reference disposal system, a hypothetical imple- 
mentation of the concept for disposal of Canada's nuclear fuel waste. The 
analysis involves two steps from the assessment procedure shown in 
Figure 2-1: estimating impacts and analyzing sensitivity. 

Much of the quantitative analysis is for the SYVAC scenarios and uses the 
models and data described in chapter 5 and implemented in the SYVAC3-CC3 
computer code. The analysis for the SYVAC scenarios is divided into four 
main parts: 

- development of derived constraints (Sections 6.2 and 6.6), 

- deterministic analysis (Section 6.3), 

- analysis of barrier effectiveness (Section 6.4), and 

- p~ubabilistic analysis (Section 6.5). 

Sections 6.7 and 6.8 discuss the analyses for the open-borehole and inad- 
vertent human intrusion scenarios respectively. 

The following paragraphs introduce and put into context the material in 
Sections 6.2 to 6.8. 
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FIGURE 5-22: Abbreviated Form of the Four Actinide Decay Chains 
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This figure illustrates the scheme used in simulating the four actinide decay chains. The actinides 
are a group of chemical ele mbers f m 89 to 103, all of which are radioactive. 
Long-lived actinides i n c l u d e m 2 8 S ~ i ~ 8 b " ~ i 5 ~ U  and 259~h. The formulae 4n, 4n+1,4n+2 and 
4n+3 give the mass numbers of members in a chain, where n is an integer. The original actinide 
decay chains contain more than 75 radionuclides, but only 33 need be included in the system model 
for the repjxnce dispfjgl system (Goodwin and Mehta 1994). (The figure contains 35 entries 
because Ra and Th both appear twice.) 

4n+l Chain 
2 a 1 P ~  241Am 

237Np 2331) 229Th 
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4n+3 Chain 

2 3 9 P ~  2351) 231 Pa 
I I 
I 
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- A radionuclide enclosed in a rectangle is represented explicitly in the models for the vault, geo- 
sphere and biosphere. The solid arrows shfahow such radionuclides are connected within a 
decay chain; for example, modelling of U in the 4n decay chain explicitly includes losses in 
itsgass from its decay to h39Th, and increases in its mass, because of ingrowth from the decay 
of Pu. 

- A radionuclide enclosed in an oval is not modelled in the vault and geosphere models, nor in the 
overburden and lake sediment because its concentrations can be estimated from the con- 
centration of its precursor radionuclide(s), using an approximation known as secular equilibrium 
(see text). They are modelled explicitly in the biosphere model, except in the food-chain model 
that also uses the secular-equilibrium appro dashed arrows identify pr rsor - for example, the precursor togy4::;; J@Th, and the precursors to fBhh are %9T;;;%aRa* 

Note that all radionuclides in this figure are included in the food-chain component of the biosphere 
model, which calculates the annual dose estimates to members of the critical group (Davis et al. 
1993). 
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When selecting and developing an actual disposal system, it would be 
generally possible to derive constraints pertaining to the location and 
design of the vault so as to increase the expected margin of safety. We 
demonstrate in Section 6.2 how prelirni~iary assessmer~Ls car1 be used to 
develop effective derived constraints, and thus provide an avenue for 
refining the design of a facility for a particular site. 

The studies described in Section 6.2 are based on a deterministic analysis. 
The resultant derived constraints are used to revise the design of the 
reference disposal system, and this revised system is then analyzed in 
Sections 6.3 to 6.5. 

Section 6.6 continues the discussion of derived constraints. It uses a 
probabilistic analysis to illustrate how the postclosure assessment could 
be used to provide more information on some potential design features. 
Section 6.6 also studies the effects of assumed changes to selected site 
features . 

Deterministic Analvsis 

Section 6.3 deals with a deterministic analysis, that is, the study of a 
single simulation in which all parameters are given known values. We have 
chosen for analysis one particular simulation that is representative of 
central tendencies. It is known as the median-value simulation because t h ~  
value selected for each parameter is its median value. The median value oi 
a parameter is the middle or central value of its PDF. More precisely, if 
its PDF were sampled randomly, the sampled value would be bigger than the 
median with a probability of 0.5 and smaller than the median with the same 
probability. Sensitivity analysis of the median-value simulation is also 
discussed in Section 6.3. Appendix D provides more details on the analysis 
of the median-value simulation. 

The deterministic analysis is focussed mostly on annual dose estimates 
(ADEs) to members of the critical group, with some discussion of ADEs to 
nonhuman biota and concentrations of chemically toxic elements. We docu- 
ment the deterministic analysis in this report for two main reasons: 

- It provides more detail and insight into the operation and 
interactions of the system model than is possible in the 
probabilistic analysis. For example, the simulation results can 
describe the failure of the containers, the release of contami- 
nants from the waste matrices and the subsequent movement of 
contaminants throughout the disposal system. 

- Sensitivity analysis of the results further improves our under- 
standing of important factors and subtle effects. This is 
particularly useful in supplementing the probabilistic analysis 
described below. Our experience has shown that probabilistic 
analysis that considers only a set of randomly sampled simula- 
tions is likely to identify lust a few of the most important 
effects and interactions because more subtle effects tend to be 
obscured by the variations in parameter values. 



Analvsis of Barrier Effectiveness 

Section 6.4 describes a special sensitivity analysis to examine the rela- 
tive effectiveness of the engineered and natural barriers that contribute 
to the safety of the reference disposal system. It studies the main 
barriers along the pathway that contribute most to ADEs in the determini- 
stic analysis. 

The barriers studied are the titanium container, used fuel and Zircaloy 
waste matrices, buffer, backfill, precipitation in the buffer, the rock 
within the waste exclusion distance, and two parts of fracture zone LD1 
that extend from near the vault horizon to the well used by the critical 
group. The analysis examines the effectiveness of each barrier for differ- 
ent contaminants and examines how the effectiveness changes with time. It 
also shows how the sequence of independent barriers contribute to produce a 
disposal system having a large margin of safety. 

Probabilistic Analvsis 

Section 6.5 describes the probabilistic analysis using the results from 
more than 40 000 simulations in which parameter values are randomly 
selected from their probability distributions. Sensitivity analysis of the 
probabilistic simulations is also discussed in Section 6.5. Appendix E 
provides more details. 

We use the results of the probabilistic analysis for conparisan w i t h  regu- 
latory criteria. We note in Chapter 2 that the strength of probabilistic 
analysis is its ability to take into account the effects of parameter 
uncertainties. We show that uncertainties can have a strong influence on 
the results of such an assessment and, therefore, we use the probabilistic 
approach to obtain the estimates for important performance measures, such 
as 

- average annual dose to members of the critical group and to 
nonhuman biota, and 

- average concentrations of chemically toxic contaminants in the 
local habitat of the critical group and other biota. 

We also perform a probabilistfc sensitivity analysis of the system model to 
identify important parameters, pathways and contaminants in the disposal 
system when uncertainty of all parameters is taken into consideration. 

Scenario analysis for thc reference disposal system (Chapter 4) has identi- 
fied three types of scenarios requiring quantitative evaluation for times 
up to 104 a. 

- Sections 6.2 to 6.6 deal with the SYVAC scenarios, which collec- 
tively describe the expected behaviour of the disposal system 
through groundwater-mediated processes. 



- Sections 6.7 deals with the analysis of the open-borehole 
scenarios, which describe an unlikely situation in which one or 
more open boreholes pass near the reference disposal vault. 

- Section 6.8 deals with the low-probability inadvertent human 
intrusion scenarios in which the Integrity of the reference 
disposal system might be seriously disrupted by exploratory 
drilling. 

The studies described in this section refer to an interim design of the 
reference disposal system. As discussed below, the interim design differs 
from the final design evaluated in the remainder of this chapter with 
respect to the layout of the vault relative to fracture zone L D 1 .  

For our studies, we assume that a hypothetical disposal vault is located at 
a depth of 500 m in plutonic rock of the Canadian Shield. In constructing 
the interim design for the reference disposal system, we based its geologi- 
cal and hydrological characteristics on information from the WRA, including 
the URL in the WRA, as discussed in Chapter 5. However, we refer to the 
corresponding studies as preliminary analyses because they used preliminary 
versions of the models and data. 

Although these preliminary models and data resemble closely those described 
in Chapter 5 and used in the following sections of Chapter 6, some changes 
have since been implemented, the most notable being the adoption of one 
particular design constraint (discussed below). Design constraints are 
restrictions on the disposal system design. Examples of possible restric- 
tions are the thickness of the buffer material, the type of container mate- 
rial or the layout of vault rooms relative to nearby geological features. 
These restrictions are referred to as derived constraints because they 
follow from an analysis of impacts, and not directly from regulatory 
criteria. 

In Sections 6.2.2 and 6.2.3, we outline our preliminary analyses of poten- 
tial design constraints. One particular constraint was very effective in 
reducing predicted annual doses from the reference disposal system. We 
used this constraint to develop the "final" design of the reference dis- 
posal system. This design is final in the sense that it is the one that is 
subsequently evaluated and documented in Sections 6.3 to 6.5. Further 
assessment studies could lead to more modifications to the reference dis- 
posal system and, almost certainly, there would be a different design for a 
disposal facility at some other site. 

The development and application of derived constraints is another example 
of the feedback in the method developed for the postclosure assessment 
(Figure 2-1). 



6.2.2 Results from Desisn Constraint Studies 

A number of potential design constraints were examined to identify those 
that would be effective in improving the performance of the reference dis- 
posal system. They included 

- A thicker layer of buffer between the container and surrounding 
rock. The extra thickness would increase the time required for 
d i f  f uslon of contaminants from the  c v r l L a i r l e r  L u  L h e  surr-uunding 
media. 

- Titanium containers with thicker walls. The extra thickness 
would increase the time for corrosion processes to breach the 
container. 

- More durable container material. Current evidence indicates that 
very long-lived containers could be fabricated from a variety of 
materials, including copper and titanium (King and LeNeveu 1992, 
Ikedd eL al. 1994). 

The effects of these constraints were as expected: each led to smaller 
AnBs. T ~ P  third constraint., a more durable container, could be much more 
significant in reducing ADEs. In each case, the smaller ADEs occur because 
the constraints act to delay the release or rate of transport of radio- 
nuclides. These reduced annual doses are observed over the 1 0 ~ - ~ e a r  time 
period of the simulations. However, because the major contributor to dose 
is 12'1, and because has a long half-life, the reductions would tend 
to become less significant at longer times. 

Another design constraint led to even more significant improvement in the 
performance of the disposal system: 

- Modify the layout of the vault to provide greater isolation from 
a nearby geological feature, fracture zone LD1. 

We considered several different options related to vault layout. The 
starting point was the vault described in the conceptual design study, 
(Simmons and Baumgartner 1994); it measures approximately 2000 m by 2000 m 
and contains 191 000 Mg U. The three main options considered were to 

- move the vault (2000 x 2000 m) farther away from fracture zone 
LD1; 

- adjust the vault dimensions to a rectangular arrangement in which 
the vault rooms closest to LD1 are moved out to the sides, away 
from LD1; and 

- eliminate all or parts of some vault rooms nearest LD1. 

In our detailed analysis, we chose the third option to take advantage of 
the detailed geological and hydrological information that was avaflable. 

We examined two aspects of this design constraint related to the layout of 
the vault for the reference disposal system. They are illustrated in 
Figure 6-1 and relate to 
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FIGURE 6 - 1 :  A Design Constraint Applied to the Layout of the Vault 

We examine two aspects of this design constraint for an interim design of a hypothetical vault located 
at a depth of 500 m and having a set of geological and hydrological properties simi\ar to those of the 
WRA. Our analysis shows that substantial improvements in performance can be achieved 

- by increasing the waste exclusion distance that separates the waste emplacement part 
of any vault room from fracture zone LD1, and 

- by eliminating all vault rooms located above fracture zone LD1. 

We have adopted these constraints to develop a final design for the reference disposal system. 

- Thewasteexclusiondistance. In Section 5 . 2 ,  wenote there is a zoneof 
low permeability within the waste exclusion distance that 
i s o l a t e s  t h e  c v n t a i ~ l e r s  in t h e  v a u l t  rooms n e a r e s t  t o  f r a c t u r e  
zone LD1. In the chosen option, a 50-rn waste exclusion distance 
is achieved by eliminating all or part of the vault rooms nearest 
the fracture zone. 

- Elimination of all vault rooms located abovefracture zone Dl. Groundwater 
velocities are considerably higher in the rock above fracture 
zone LD1 compared with the rock below L D I .  

Our analysis shows that both a larger waste exclusion distance and no rooms 
above fracture zone LD1 would  lead t o  much s m a l l e r  ADEs. F o r  e x a m p l e ,  i n  
simulations in which all parameters are given their median values, we find 
that 



- Increasing the waste exclusion distance from about 30 m to about 
50 m reduces ADEs from 12'1 by 13 orders of magnitude at lo4 a 
and by almost 1 order of magnitude at lo5 a. The reduction in 
dose is mostly due to the increased transport time of contami- 
nants through the greater thickness of sparsely fractured rock; 
the associated reduction in inventory has a much smaller effect. 

- Removing vault rooms from above LD1 reduces estimated annual 
doses f ru l r~  1 2 9 ~  by almost 6 orders of magnitude at lo4 a and 2 
orders of magnitude at lo5 a. This reduction in dose occurs 
because groundwater flow velocities above LD1 are more than 10 
times fast-er than flaw velocities below LD1, leading to much more 
rapid contaminant transport. Moreover, flow velocities above LD1 
are directed downwards so that contaminants leaving the buffer 
from rooms above LD1 would pass directly into the rock, without 
passing through any part of the backfill (see Figures 6-1 and 
5-9). The backfill acts to further delay contaminant transport. 

Similar effects are observed fur other radionuclides, such as 14c 
and "?LC. Estimated doses from 14c are attenuated even more 
because of radioactive decay (it has a shorter half-life of 
5730 a). Estimated doses from "TC are especial1 attenuated 
when the backfill lies in its flow path because ''Tc is strongly 
sorbed onto the mixture of clay and crushed rock making up the 
backfill. 

The reductions in ADEs are greatest at earlier times but tend to become 
less significant at longer times. This is because the major contributor to 
dose is long-lived 12'1: at early times its breakthrough is just starting, 
whereas at times near lo5 a its breakthrough has more closely approached a 
psuedo steady-state value that is not significantly reduced by radioactive 
decay. Section 6.6 and Section E.8 in Appendix E provide furt-her analyses 
on the effects of different waste exclusion distances. 

With a waste exclusion distance of about 50 rn and no vault rooms above L D 1 ,  
the l e n y L h  and width of the vault tor the reference disposal system are 
approximately 1900 m and 1700 m respectively. We assume that there is the 
same density of containers per unit length of a vault room as in the con- 
ceptual val l l t  design (Simmons and Baumgartner 1994), and thus the inventory 
for the reference disposal system is reduced to 162 000 Mg U. This reduced 
inventory is a result of the option chosen to achieve the 50-m exclusion 
distance and does not indicate a limit to the capacity of the reference 
disposal system (or any other disposal system). 

The data cited above are obtained from the detailed layout drawings of the 
vault relative to fracLure zone L D ~ .  T W S e  drawings also provide a more 
precise value of 46.5 m for the waste exclusion distance. Although the 
system model for the reference disposal system uses these more precise 
values, we have not conducted a thorough optimization study. Thus we refer 
to a waste exclusion distance of about50 m in this document. 



We used the results of the preliminary studies of derived constraints to 
modify the design of the reference disposal system used in this postclosure 
assessment study. In the modified design, we assume 

- the waste exclusion distance is about 50 m, and 

- there are no vault rooms locaLed d b ~ v e  i~acture zone LD1. 

With these constraints, the reference disposal vault considered in the 
following sections is about 1900 by 1700 m, and it cont-ains 162 000 Mg u 

As noted above, these particular constraints are specific to the reference 
disposal system that is based on geological and hydrological information 
from the WRA and that is located at a depth of 500 m. The approach used, 
however, illustrates the analysis that would be used to derive constraints 
that might be applied during the planning and construction of an actual 
disposal facility, using information from postclosure assessment studies. 

In the single simulation performed for the deterministic analysis, all 
model parameters are given their median values (the middle value or 5oth 
percentile of their PDFs). We analyze this simulation to identify impor- 
tant features and processes (and to explain why they are important) in the 
system model and to observe some relatively subtle effects that arc diffi- 
cult to distinguish in the results from the many randomly selected simu- 
lations. We believe that the results of the probabilistic analysis 
(Section 6 . 5 )  are more suitable for comparing estimated impacts with requ- 
latory criteria. 

In the system model, we simulate the movement of contaminants out of the 
waste matrices, through the engineered barriers of the vault and the 
natural rock barrier, and into the biosphere where they lead to estimated 
impacts on the critical group and other biota. The results indicate that 
very small amounts of contaminants would be released to the environment 
over the period up to l o 4  a after closure. 

In fact, we estimate very small amounts would be released over lo5 a after 
closure. Most of our results are discussed over lo5 a, even though the 
AECB radiological risk criterion pertains to only the first l o 4  a after 
closure of the disposal vault. We consider the longer time frame to show 
the projected trends in the reference disposal system. 

Section 5 . 9  lists the contaminants represented in the median-value simula- 
tion; they include 68 radionuclides and 9 chemically toxic elements. Some 
of these contaminants are present both in used fuel and in Zircaloy 
sheaths; we model them separately as they have different inventories and 
rates of release. For instance, '*c is about 5 times more abundant in used 



fuel than in Zircaloy (Section 5.9) and its release from the used-fuel 
matrix includes the instant-release mechanism (Section 5.2). 

Much of the discussion is focussed on 129~ and '*c from the used-fuel 
matrix because these two radionuclides are by far the most important in 
determining the ADEs for the median-value simulation. As we show later, 
they are also the most important to the ADE in the probabilistic analysis. 
However, we include discussion on 99~c, the 2 3 8 ~  decay chain and some other 
contaminants to illustrate their behaviour and movement throughout the dis- 
posal system. The discussion of "TC describes the effects of contaminant 
precipitation in the vault, and the analysis of the 2 3 8 ~  decay series 
illustrates the effects of a decay chain on contaminant inventories in 
waste matrices and barriers. Uranium-238 is also included because it is 
the most abundant radionuclide in used fuel. 

The following discussion presents an overview of the results of the median- 
value simulation. Appendix D contains more detailed results of the analy- 
sis, including an examination of intermediate results from the vault, 
geosphere and biosphere models. 

6.3.2 Overview of the Results 

Figure 6-2 shows the flow path for the median-value simulation that leads 
to the largest radiological impacts on members of the critical group. 
Contaminants move 

- From the waste matrices, containers, buffer and backfill in vault 

sector 11 into the surrounding rock; 

Through the rock within the waste exclusion distance (about 50 m 
long) to fracture zone LD1; 

Along the fracture zone to its intersection with the well; and 

Into the local environment of the critical group. Members of the 
critical group are affected mainly through ingestion of plants 
that have been irrigated with well water, animal products from 
domestic animals that drink the well water, and through direct 
ingestion of well water. Other organisms would also be affected 
through contamination of the air, soil and water of the 
biosphere. 

Contaminant transport is mostly controlled by diffusion in the vault and in 
the rock within the waste exclusion distance. Once in fracture zone LD1, 
contaminant transport in moving groundwater is more important than 
transport by diffusion. 

Fi ure 6-3 shows the ADE versus time for the median-value simulation. At 9 10 a after closure, the ADE is 3 x 10-l8 Sv/a, and it rises to 
4 x Sv/a by lo5 a. These doses are barely visible in curve (a) of 
Figure 6-3, which has been scaled to show the annual dose, 5 x Sv/a, 
associated with the AECB risk criterion, and which is prescribed for times 
up to lo4 a following closure (AECB 1987a). For comparison, total annual 
dose from radiation in the natural environment is about 3 x Sv/a. 
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FIGURE 6-2: Principal Flow Path Leading from the Vault to Members of the 
Critical Group 

For the median-value simulation, contaminants move from vault sector 11 through the waste 
exclusion distance (about 50 m of sparsely fractured rock) to fracture zone LD1, and then upwards 
along LD1 to its intersection with the well. The contaminants would affect members of the critical 
group mainly through ingestion of fruit, berries and vegetables grown on a garden irrigated with well 
water, through ingestion of animal products from animals that drink the well water, and through direct 
ingestion of well water. 



Annual Dose Estimate . . -  - Assoclated Dose Llmlt 

FIGURE 6-3: Estimated Total Annual Dose for the Median-Value Simulation 

These curves show the annual dose estimates (ADEs) from all radionuclides to an individual in the 
critical group. Both curves use the same data but different vertical axes: curve (a) uses a linear axis; 
and curve (b), a logarithmic axis. Both vertical axes are scaled to show the annual dose of 
5 x l o 5  Svla associated with the AECB radiological risk criterion, which pertains to a time frame of 
1 o4 a (AECB 1987a). The starting point (time equal to zero) is the time of closure of the vault, and 
tho curves are extended to the time limit of the simulations ( lo5 a). 

The results indicate that ADEs are very small over the entire simulation time. The estimated annual 
dose reaches a maximum of 4 x 1 om7 Svla at 1 o5 a. This maximum is less than 1 % of the dose 
associated with the risk criterion and less than 0.05% of the annual dose from natural background. 
Simulation results extrapolated to even longer time-scales show a peak in the ADE occurring near 
1 o6 a that is less than 5 x 1 o - ~  Svla. 



Figure 6-4 is a plot of the ADE versus time that includes additional curves 
showing the total dose and the contributions from each of several indivi- 
dual radionuclides. The curve for total annual dose represents the sum of 
the contributions from all 68 radionuclides identified in Table 5-4. Of 
these radionuclides, only 12'1, " ~ r  and 14c are discharged to the bio- 
sphere in appreciable uantities in 105 a (Table 6-1). k'igure 6-4 illus- 
trates clearly that 1281 is the only major contributor to dose at all times 
up to lo5 a. Carbon-14 from used fuel contributes at most 0.1% to the 
total. (Recent experimental data for instant-release fractions indicate 
that this contribution from 14c is significantly overestimated. Other data 
indicates there may be significant contributions from 3 6 ~ 1 .  Section 8.2.6 
provides more discussion on these issues.) Carbon-14 from Zircaloy also 
appears on the plot, but its ADEs are much smaller because 14c release 
rates are much smaller from Zircaloy than from used fuel. Krypton-81 does 
not appear in the plot because krypton is a noble gas and its contribution 
to dose is only through external exposure, an unimportant exposure route 
for the reference disposal system (because of the small concentrations of 
8 1 ~ r  that are estimated for all parts of the bios here). Not shown are 
curves for other contaminants, such a3 2 3 9 ~ u  and "Tc from used fuel, and 
208~i from Zircaloy; their ADEs are more than 14 orders of magnitude 
smaller than those for 12'1. 

Table 6-1 summarizes the fate of the 68 radionuclides and 9 chemically 
toxic elements for the median-value simulation. 1t shows, at lo5 a, the 
estimated amounts of each contaminant at selected locations in the refer- 
ence disposal system. At this time, most of the contaminants remain in the 
vault, contained within the used fuel or Zircaloy matrices. Only a few 
contaminants reach the geosphere, and fewer still discharge to the bio- 
s p h e ~ e  in any appreciable quantities Table 6-1 shows thc total amounts 
discharged to the biosphere, over 10' a, exceed a small value of 10-l5 mol 
for only 

- the chemically toxic elements bromine and antimony (from used 
fuel); and 

the radionuclides 14c (from both used fuel and Zircaloy) , 
(used fuel) and " ~ r  (used fuel). 

Table 6-1 also indicates the effects of radioactive decay and ingrowth. 
Many radioactive contaminants show a decline in inventory. For example, 
there is no 3 9 ~ r  remaining in the vault, geosphere and biosphere at lo5 a, 
because its ha1.f-life is only 269 a and its initial inventory will have 
essentially disappeared. Longer-lived radionuclides, such as 1 2 9 ~  (half - 
life, 1.57 x lo7 a), show very little decrease in inventory. Finally, some 
members of decay chains may actually increase in inventory because of 
ingrowth from their precursors. This is the case for 231~a. Its initial 
inventory is 2.2 x mol, but the amount in the vault by lo5 a increases 
to approximately 1.2 x lo2 mol because of ingrowth from its two precursors, 
2 3 9 ~ u  and 2 3 5 ~ ,  s l ~ ~ w ,  in Figure 5-22. 

Figures 6-5 to 6-8 show the distributions of 12'1, 14c, "TC and 2 3 8 ~  
throughout the disposal system after periods of lo4 a and lo5 a following 
closure. The results indicate the effectiveness of the engineered and 
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FIGURE 6-4: Contributors to Estimated Annual Dose for the Median-Value 
Simulation 

The topmost curve in this figure is the same as that in (b) of Figure 6-3: both show the total annual 
dose estimate (ADE) to an individual in the critical group as a function of time. This figure also shows 
the relative importance of the three largest contributors to the ADE. The largest contributor is 1291; in 
fact, the curve of its ADE coincides with the curve for total ADE. The next largest contributor is 
from used fuel; it contributes up to 1 part in 1 o3 to the total. The third largest contributor is I4c from 
Zircaloy, but it contributes less than 1 part in 10' to the total. All other radionuclides in Table 5-4 
make even smaller contributions than from Zircaloy. 



TABLE 6 -1 

Radio -  I n i t i a l  Amount i n  Amount i n  Amount i n  Amount i n  V a u l t  Amolunt i n  Amount 
N u c l i d e  I n v e n t o r y  C o n t a i n e r s  B u f f e r  a t  B a c k f i l l  V a u l t  a t  R e l e a s e  G e o s p h e r e  R e l e a s e d  t o  
or T o x i c  ( m o l )  a t  l o 5  a  l o 5  a  a t  l o 5  a  l o 5  a t o  l o 5  a a t  l o 5  a  B i o s p h e r e  
~ l e m e n t * *  ( m o l )  ( m o l )  (mol )  ( m o l )  ( m o l )  (mol )  a t  l o 5  a  

P o l )  

241- 5 . 9  x  1 3 ~  0 . 0  0 . 0  0 . 0  0 . 0  0 . 0  0 . 0  0 . 0  

' ~ r  3 . 3  x  XI-2 0 . 0  0 . 0  0 . 0  0 . 0  1 . 6  x 10'1° 0 . 0  

''Be 1 . 4  x ID-I 1 . 3  x  l o w 1  0 . 0  5 . 0  x  lo-13 1 . 3  x  10-I 8 . 5  x  1 0 - l ~  8 . 3  x 10-lo 0 . 0  

' O B ~  Z 2 . 7  x  2 . 6  x  0 . 0  3 . 6  x  10-l2 2 . 6  x 6 . 2  x  6 . 0  :< 0 . 0  

2D8~ i  Z 1 . 6  x  1 . 3  x  3  . o  X 1 0 - l ~  4 . 4  x  1 0 - l ~  1 . 3  X 2 . 0  X 1 . 9  1 1 0 - 1 6  

cont inued  . . .  



TABLE 6-1 (continued) 

Radio - Initial 
Nuclide Inventory 
or Toxic (mol) 
~lement** 

Amount in Amount in 
Containers Buffer at 
at lo5 a lo5 a 
001 1 Pol) 

Amount in Amount in 
Backfill Vault at 
at 105 a 105 a 
(moll ( mol) 

Vault 
Release 
to 10' a 

(moll 

Amount in Amount 
Geosphere Released to 
at 10' a Biosphere 
(mol) at lo5 a 

(mol) 

t-' 
ul 
ul 

continued . . .  



TABLE 6-1 (continued) 

Radio- ~nitial mount in Amount in Amount in Amount in Vault Amount in Amount 
Nuclide Inventory Containers Buffer at Backfill Vault at Release Geosphere Released to 
or Toxic (mol) at lo5 a 10' a at lo5 a lo5 a to 10' a at lo5 a Biosphere 
~l~ment* * (mol) (moll (mol) (mol) (moll (mol) at 105 a 

(mol) 

c o n t i n u e d  . . .  



TABLE 6-1 (concluded) 

Radio-  I n i t i a l  
Nuc l ide  I n v e n t o r y  
o r  T o x i c  ( m o l )  
~ l e m e n t * *  

Amount i n  Amount i n  
C o n t a i n e r s  B u f f e r  a t  

a t  105 a 105 a 
( m o l )  (mol )  

Amount i n  Amount i n  V a u l t  Amount i n  
B a c k f i l l  V a u l t  a t  R e l e a s e  Geosphere  
a t  lo5 a lo5 a t o  lo5 a a t  lo5 a 

(mol (moll  (moll  (mol)  

Amount 
R e l e a s e d  t o  

B i o s p h e r e  
a t  105  a 

( m o l )  

This table shows the calculated location of the contaminants at 1 o5 a for the median-value simulation. The first column 
identifies the radionuclides and nine chemically toxic elements, and the second column lists their initial inventories. 
Columns 3, 4 and 5 give the amounts in the containers (including the used-fuel and Zircaloy waste matrices), buffer and 
backfill at 1 o5 a. These amounts are summed in column 6, for the amounts in the vault. Column 7 lists the total amounts 
released from the vault for times up to lo5 a. The last two columns describe the total amounts in the geosphere at 1 o5 a 
and the total amounts discharged to the biosphere over lo5  a. Entries of 0.0 indicate that the calculated value is less than 
1 o - ~ ~  (a number relaied to precision of the computer). 
At lo5 a, most of the contaminants remain within the vaull. Total discharges over lo5 a to the biosphere exceed 
1 0-l5 mol only for Br, 14c, l291, 81 Kr and Sb. For most contaminants (such as 39~r ) ,  the amounts remaining in the vault, 
geosphere and biosphere are less than the initial inventory because of radioactive decay. A few others (such as 231 Pa) 
show larger amounts because of ingrowth from their precursors. 

** 
A "Z" after the symbol for an element or radionuclide indicates it is from the Zircaloy waste matrix. All other contaminants 
are from the used-fuel (U02) waste matrix. 
The nine chemically toxic elements are bromine (Br), cadmium (Cd), chromium (Cr), molybdenum (Mo), antimony (Sb), 
selenium (Se), samarium (Sm) and technetium (Tc). 
The postclosure assessment examines a total of 68 distinct radionuclides (Section 5.9). However, 13 radionuclides are 
evaluated twice because they are found both in used fuel and in Zircaloy. Of these 81 (68+13) radionuclides, only 57 are 
listed here. The other 24 are not directly simulated in the vault and geosphere models, but they are approximated in the 
biosphere using arguments based on secular equilibrium. Our results show that for times up to 1 o5 a, these 24 
radionuclides would have no significant discharges to the bios here. The 24 radionuclides not listed are: 

2 2 5 ~ ~  2 2 7 ~ ~  21OBi 93mNb 93mNb Z 3 2 ~  3!3p Z 2 3 3 ~ ~  



natural barriers in restricting and delaying the movement of contaminants 
to the biosphere. 

Figure 6-5 shows the distribution of 12'1, the contaminant with the great- 
est contribution to radiation dose, after periods of lo4 a and lo5 a 
following closure. The initial inventory of in the used-fuel matrix 
amounts to 56 100 mol (or 7240 kg). Part (a of the figure indicates that, 
at lo4 a, most of the initial inventory of '''1 remains in the containers 
and waste matrices; only about 3.9% has been transported to the buffer and 
backfill, and no significant quantity (less than 10-l5 mol) has reached the 
biosphere. Part (b) of the fi ure gives the status after lo5 a: about 93% 
of the initial inventory of 12'1 still remains in the containers and waste 
matrices; 5.5% is in the buffer and backfill, and 0.9% has entered the 
geosphere. On1 0.0005% has entered the biosphere. The estimated maximum 
rate entry of lr91 into the biosphere, for times up to lo5 a, is about 
3 x mol/a to well water and 9 x mol/a into the discharge zone in 
Boggy Creek South. 

Figure 6-6 gives the distribution of 14c at lo4 a and at lo5 a following 
closure. The initial inventory of 14c in the used-fuel matrix is 2980 mol 
(or 41.7 kg). After lo5 a, most of this initial inventory has decayed 
before it can leave the containers and waste matrices. Only minute amounts 
have reached the geosphere (about 1.8 rnol), where further decay is signifi- 
cant. Extremely small amounts reach the biosphere. The estimated maximum 
rates of entry of 14c to the biosphere are about 1 x 10-11 mol/a to well 
w a t e r  and 2 x 10-l2 mol/a into the discharge zone in Boggy Creek South. 

Figure 6-7 indicates the distribution of "TC after lo4 a and lo5 a follow- 
ing closure. The initial inventory of "TC in the used-fuel matrix is 
335 000 rnol (or 33 200 kg), and the effects of radioactive decay are impor- 
tant (although less so than for 14c). The effect of chemical precipitation 
in the buffer and sorption in the buffer and backfill can be inferred by 
comparing the relative quantities of "TC that enter and exit the buffer 
and backfill. In lo5 a, 2 x 10-lo rnol have been released to the geosphere, 
but no significant quantity has entered the biosphere. 

Figure 6-8 illustrates the distribution of 238CJ after lo4 a and lo5 a 
following closure. This is the most abundant isotope in the used-fuel 
matrix, with an initial inventory of 6.70 x lo8 rnol (or 1.59 x lo8 k4),, Most of this contaminant is retained in the U02 waste matrix. In 10 
only 1.2 x 10-l1 rnol have been released to the geosphere, with none enter- 
ing the biosphere. 

Of the nine chemically toxic contaminants, bromine has the largest esti- 
mated release to the biosphere, amounting to 2.4 x rnol by lo5 a, with 
a maxilr~u~n ~eledse r a L e  of less t h a n  1.2 x mol/a. Estimated releases 
for the other eight chemically toxic contaminants (antimony, cadmium, 
cesium, chromium, molybdenum, samarium, selenium and technetium) are 9 or 
more orders of magnit-ude smaller. The resulting estimated concentrations 
in the biosphere are very small; for example, we obtain a value of less 
than 3 x 10-lo rnol of bromine per kg of soil. This value is more than 5 
orders of magnitude smaller than median concentrations of bromine in the 
environment (Bowen 1979). At these very small concentrations, bromine (and 
the other chemically toxic contaminants) would have negligible chemical 
toxicity impacts. 
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FIGURE 6-5: Distribution of in the Disposal System for the Median- 
Value Simulation 

Parts (a) and (b) show the predicted distributions after 1 o4 and 1 05 a respectively. All ercentage 
values are expressed relative to the initial inventory of 12'1 (56 100 rnol). Most of the lq9I is retained 
in the vault containers and used-fuel matrix, and successively smaller percentages are found in the 
vault buffer and backfill and in the rock of the geosphere. Essentially no 1291 is released to the 
biosphere for times up to 1 o4 a, and only small quantities are released for times up to 1 05 a. For 
times up to 1 o5 a, all the discharges are predicted to occur at Boggy Creek South and to the well, with 
no discharges to Boggy Creek North or Pinawa Channe\. 
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FIGURE 6-6 : Distribution of 14c from Used Fuel in the Disposal System for 
the Median-Value Simulation 

Parts (a) and (b) show the predicted distributions after l o4  and 1 o5 a respectively, from the 14c in the 
used-fuel waste matrix. All percentage values are expressed relative to the initial inventory of 14c 
(2980 mol). Radioactive decay is significant in reducing 1 4 ~  inventories in different sections of the 
system because 14c has a relatively short half-life (5730 a). Most of the 14c remains or decays in 
the vault containers and in the used-fuel matrix. Successively smaller percentages remain in the vault 
buffer and backfill and the rock of the geosphere. At lo5 a, a very small amount of 14c has 
discharged to Boggy Creek South and to the well. There are no discharges of 4~ to Boggy Creek 
North or Pinawa Channel, even after lo5  a. 
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FIGURE 6 - 7 ;  Distribution of 9 9 ~ c  in the Disposal System for the Median- 
Value Simulation 

Parts (a) and (b) show the predicted distributions after l o 4  and 1 o5 a respectively. All percentage 
values are expressed relative to the initial inventory of 9 9 ~ c  (335 000 mot). Radioactive decay is 
important in reducing 9 9 ~ c  inventories in different sections of the disposal system. Most of the 9 9 ~ c  
is retained in the vault containers and in the used-fuel matrix. Successively smaller percentages are 
found in the vault buffer and backfill and in the rock of the geosphere. There are no significant 
discharges of 9 9 ~ c  to the biosphere, even after 1 o5 a. 
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FIGURE 6 - 8 :  Distribution of 2 3 8 ~  in the Disposal System for the Median- 
Value Simulation 

Parts (a) and (b) show the predicted distributions after lo4 and 1 o5 a respectively. All percentage 
values are expressed relative to the initial inventory of 2 3 8 ~  (6.7 x lo8 mol), the most abundant 
isotope in the used-fuel matrix. Most of the 2 3 8 ~  is retained in the vault containers and in the used- 
fuel matrix. Successively smaller percentages are found in the vault buffer and backfill and in the rock 
of the geosphere. There are no significant discharges of 2 3 8 ~  to the biosphere. even after 1 o5 a. 



Calculations for the median-value simulation also involve estimates of dose 
rate to four generic target organisms (Section 5.6.2.8): a plant, a mammal, 
a bird and a fish. Their characteristics, habitat and resource utilization 
are expected to represent a wide range of or anisms. The results show that 
the largest estimated dose rates are due to I2'I and 14c: 

- The estimated dose rate to the plant is 9 x lo-' Gy/a from 14c 
and 1 x Gy/a from 12'1. (The gray differs from the human 
unit of dose, sievert, by a dimensionless quality factor, which 
has a value of unity for 14c and 12'1). Over 98% of the 
estimated dose rate is due to leaf uptake from irrigation. 

The estimated dose rate to the mammal is 2 x l o - '  Gy/a from 1 4 ~  
and 3 x Gy/a from 12'1. Over 90% of the estimated dose rate 
is due to ingestion of well water. 

The estimated dose rate to the bird is 2 x Gy/a from 14c 
and 1 x Gy/a from 12'1. Over 93% of the estimated dose rate 
is due to ingestion of well water. 

- The estimated dose rate to the fish is 2 x Gy/a from 14c and 
7 x Gy/a from 12'1. Over 95% of the estimated dose rate is 
internal, caused by ingestion of contaminated food and surface 
water. 

These dose rates generally are much smaller than the range of dose rates to 
plants and animals from natural sources; for example, total dose rate from 
natural, external sources is typically about 7 x Gy/a in Canada 
(Health and Welfare Canada 1986). 

6.3.3 Sensitivitv Analvsis of the Median-Value Simulation 

6.3.3.1  he Method Used for Sensitivity Analysis 

Sensitivity analysis of the median-value simulation extends our under- 
standing of the workings of the system model: it shows how selected output 
of the model changes with variations in parameters and other features of 
the model. Sensitivity analysis of the median-value simulation also con- 
tributes to the interpretation of the probabilistic results (discussed in 
Section 6.5). 

Sensitivity analyses involving the use of median values are described in 
several places. 

- Section 6.2 describes results aimed at the development of derived 
constraints and pertains only to selected design parameters. 

- Section 6.3.2 (and Sections D.2 to D.4 in Appendix D) describes 
the analysis of the median-value simulation and includes discus- 
sion of the sensitivity of results to important processes, path- 
ways and radionuclides. 

- Section 6.4 documents a special study of barrier effectiveness. 



In the following discussion, we summarize the systematic sensitivity analy- 
ses performed for the median-value simulation and aimed at identifying the 
"importantu parameters from among all the parameters in the system model. 
An important parameter is defined as one that causes a notable change to an 
objective function when the value of the parameter is changed. 

The objective functions of most interest are the maxima up to lo5 a of the 
total ADE to an individual in the critical group from all radionuclides 
and the ADEs from 14c alone and from alone. Section D. 5 in Appendix D 
discusses why these particular objective functions were chosen and gives 
examples of several others. (Other objective functions examine the perfor- 
mance of the vault, geosphere and biosphere, and are documented in Sections 
D.6 to D.8 in Appendix D.) Section D.5 in Appendix D also details the 
method used for these sensitivity analyses: the major tool used to screen 
for important parameters is iterated fractional factorial analysis (des- 
cribed in Section A.4 in Appendix A). 

Once a parameter has been identified as important, we proceed with investi- 
gations to show how and why it influences the results. Sections D.6 to D.8 
in Appendix D document these investigations for results from the vault, 
geosphere and biosphere models. 

Other sensitivity analyses are documented in the primary references for the 
vault model (Johnson et al. 1994b), the geosphere model (Davison et al. 
1994b) and the biosphere model (Davfs et al. 1993). Results in these docu- 
rnenLs generally agree with the results presented here; any differences can 
be attributed to the differences in the models or objective functions used 
in the analyses. The studies reported in this document all refer to the 
system model representing the entire reference disposal system, whereas the 
results and the studies described in the primary references for the vault, 
geosphere and biosphere models frequently pertain to only part of the sys- 
tem model. 

In performing the sensitivity analysis, we examine three general classes of 
input parameters. The first class contains sampled parameters whose values 
are uncertain; they are described using PDFs with a continuous range of 
feasible values (Figure A-6 in Appendix A gives examples of PDFs). Two 
other classes of parameters are switches and constants: 

- Switches select one option from a group of mutually exclusive 
options for a simulation. For example, there is a switch in the 
biosphere model that describes the source of the domestic water 
used by the critical group: it may be either the well or the 
lake. Changing the value of a switch changes the option selected 
and may induce large changes in the ADE. Switches are described 
using piecewise uniLurm PDFs (Figure A - 6  in Appendix A) defined 
so that each possible option is sampled according to its pre- 
scribed probability of occurrence. 

- Constants are used for parameters that are considered to have a 
sfngle well-defined value. The effective thickness of the con- 
tainer walls, for example, is fixed at 4 . 2  mm because it is a 
controlled design parameter. Nevertheless, it is ot interest to 
understand how changes in some constant parameters, such as 



effective thickness of the container walls, would affect esti- 
mated dose or performance measures. Thus sensitivity analysis 
includes the study of variations of constant parameters of inter- 
est (provided that such variations do not lead to major inconsis- 
tencies in the model). Results for some of the 788 constant 
parameters that were examined are reported in Section 6.3.3.5. 
Section 6.2 describes results for some constant parameters of 
interest for the development of derived constraints. (Section 
6.6 also examines the effects of changing some constant para- 
meters in a study of selected design and site features, using 
sets of randomly sampled simulations.) 

6.3.3.2 Effects of Small Variations of Important Parameters 

Table 6-2 summarizes the results of the screening process for small varia- 
tions of parameters about their median values. The process is equivalent 
to a conventional sensitivity analysis that determines a partial derivative 
of an output variable with respect to a single input parameter. 

The parameters considered are those that are described using PDFs in the 
probabilistic analysis. The table lists the parameters that have the 
greatest effect on the maximum ADE from 14c and 1 2 9 ~  when varied near their 
median values and with all other parameters fixed at their median values. 

Definitions for some of the less familiar parameters in Table 6-2 are pro- 
vided below. 

- Tortuosity in rock is a measure of the effective increased trans- 
port distance for diffusion because nf the winding nature of the 
interconnected aqueous pathway within the rock (Davison et al. 
1994b). 

- The plant/soil concentration ratio for an element describes the 
relationship between concentrations of the element in plants and 
in the soil on which they grow (Davis et al. 1993). 

- The gaseous evasion rate from soil for an element is the rate 
constant describing the loss of the (volatile) element from soil 
by degassing (Davis et al. 1993). 

- The instant-release fraction for 14c describes the fraction of 
14c in used fuel released by the instant-release mechanism 
(Johnson et al. 1994b; Section 5.2.2). 

- The buffer anion correlation parameter correlates values of the 
diffusion coefficienL dad capacity factors in the buffer for 
anionic species (Johnson et al. 1994b; Section 5.7). 

- The groundwater velocity scaling factor is a dimensionless multi- 
plicative factor used to describe the uncertainty in groundwater 
velocities in the geosphere (Davison et al. 1994b). 



Percentage  iff erence * in Maximum 
ADE for Times up to 105a from 

Important parameter* 

Tortuosity of the lower rock zone -30 -50 
Plant/soil concentration ratio for iodine** -30 0.0 
Gaseous evasion rate from soil for iodine - 11 0.0 
Free-water diffusion coefficient for iodine 6.8 0.0 
Buffer anion correlation parameter 6.2 8.6 
Groundwater velocity scaling factor -5.7 3.7 
Initial inventory of in used fuel 5.1 0.0 
Initial inventory of 14c in used fuel 0.0 2 3 
Free-water diffusion coefficient for carbon 0.0 11 
~nstant-rclcasc f rnction for 14c 0.0 9.2 
Gaseous evasion rate for carbon from soil 0.0 -9.1 
Plant/soil concentration ratio for carbon 0.0 8.6 

* 
The parameters listed are those identified as important for small variations in values near the 
median value. That is, they have the greatest effect on the maximum ADE from 4~ or 2 9 ~  
for times up to 1 o5 a when their values are changed from their 0.475 to 0.525 quantile 
values. The percentage differences are calculated from the formula: 

100 x Max ADE (.525 auantile) - Max ADE L475 auantile) 
Max ADE (0.500 quantile) 

where Max ADE (Q quantile) is the maximum ADE up to 1 o5 a when the indicated parameter 
value corresponds to its Q quantile, and all other parameters are fixed at their median value 
(which is the 0.500 quantile). A difference of 0.0% implies no effect. A negative value 
implies a negative correlation, as is the case for tortuosity of the lower rock zone (increasing 
the tortuosity leads to decreased ADEs). 

* * 
The negative value suggests that ADEs are negatively correlated with the plantfsoil 
concentration ratio for iodine. However the discussion in Section D.8.3 in Appendix D states 
the opposite (see Figure D-62); that is, larger ADEs are associated with larger concentration 
ratios. The discrepancy arises because the soil model uses two different algorithms, and 
their domains change near the value corresponding to the 0.5 quantile. Because the two 
algorithms are somewhat discontinuous, a negative value (-30) is calculated for this table. 
Thus the value reported here is mathematically correct, but it is an artifact of the soil model. 
Annual dose estimates are actually positively correlated with the plantlsoil concentration ratio 
when considering the larger range of feasible values. 



As indicated in the table, tortuosity of the lower rock zone is the most 
important parameter: its variation around the median value results in the 
greatest changes to the maximum ADEs from 14c and 12'I. Larger tortuosi- 
ties correspond to longer diffusive flow paths, and the resultant delays in 
contaminant trans ort yield smaller ADEs. Its effect is more pronounced 
for 14c than for e291 because 14C! has a much shorter half-life, so that 
less 14c survives to reach the biosphere (Sections D. 6 and D. 7 in Appendix 
D). Table 6-2 also shows that 

Four earameters have large effects on the maximum ADE resulting 
from 2 9 ~  only: the plant/soil concentration ratio for iodine, 
the gaseous evasion rate from soil for iodine, the free-water 
diffusion coefficient for iodine, and the initial inventory of 
12'1 in used fuel. 

Five others affect the ADEs from 14c only. They are the initial 
inventory of 14c in used fuel, the free-water diffusion coef f i- 
cient for carbon, the instant-release fraction for 14c, the 
gaseous evasion rate from soil of carbon, and the plant/soil 
concentration ratio for carbon. 

- In general, parameters used to characterize one nuclide do not 
affect doses from other nuclides; thus the percentage difference 
is zero for the ADEs from 14c when the initial inventory of 12'1 
is changed. 

- Two remaining parameters affect the maximum ADE resulting from 
12'1 and 14c: the buffer anion correlation parameter and the 
groundwater velocity scaling paramet-er. One unusual result shows 
that an increase in the groundwater velocity scaling factor leads 
to an increase in the maximum ADE resulting from 14c but a 
decrease from 12'1, a consequence of the competing influences of 
radioactive decay, groundwater dilution and radionuclide travel 
time on the estimated amount of a radionuclide that discharges to 
the biosphere. 

The results in Table 6-2 show separately the effects on radiation doses 
from 14c and from 12'I. A consideration of effects on the total radiation 
doses from both radionuclides shows results identical to the results for 
12'1 alone, because 12'1 dominates the ADEs (Figure 6-4). Put another way, 
variations in a parameter such as the initial inventory of 14c would show 
little effect on the total radiation dose. 

For some parameters, it is possible to observe subtle effects relating to 
parameter uncertainty. One such case occurs because of the uncertainty (or 
r d n y t !  ul: pussible values) in the Initial inventories of 14c and in 
used fuel. Table 6-2 shows that using the 0.475 and 0.525 quantiles of 
initial inventory leads to a 23% change in the maximum ADE from 14c but 
only a 5 . 1 %  change for 12'1. From the functional relationship specified in 
the system model, the ADE from any radionuclide should be directly propor- 
tional to its inventory (possible complicating effects, such as chemical 
precipitation and isotopic dilution are not important here). The differen- 
tial effects of the two nuclides can be attributed to the differences in 
the uncertainties of their initial inventories. As might be expected from 



the results in Table 6-2, the inventory data show that 14c has a wider 
range of uncertainty than 12'1. In fact, the differences in inventory in 
used fuel between the 0.475 and 0.525 quantiles correspond exactly to 23% 
for 14c and 5.1% for 12'1. 

Sections D.G to D.8 in Appendix D provide further insight into how the 
above parameters affect the results and why they are important. 

6.3.3.3 Effects of Full-Range Variation of Important Parameters 

Section 6.3.3.2 is concerned with parameters that are important in a small 
range of values near the median values. In this section, we expand the 
analysis to examine what happens when considering the entire range of pos- 
sible values of each parameter. For this median-value sensitivity analy- 
sis, only the one parameter at a time is allowed to vary, over its full 
range, while all other parameters are fixed at their median values. For 
the probabilistic sensitivity analysis (Section 6.5.5), we also use the 
entire range of possible values for each parameter, but all parameters are 
allowed to vary at the same time. 

Table 6-3 summarizes the results of the screening process in which para- 
meter variations cover their entire range of possible values. The results 
in Table 6-3 are somewhat different from Table 6-2 because the relative 
importance of some parameters depends on whether we examine small varia- 
tions about the median value or the full range of possible values. 

Table 6-3 shows how changes in each important arameter affect the maximum 
ADEs (up to lo5 a) that result from 14c and 12'1. The data in the table 
show ratios of the largest t n  smallest of the maximum ADEs that were 
observed in simulations in which the important parameters are individually 
given values corresponding to specified quantiles, with all other para- 
meters fixed at their median values. The results show that 

- The tortuosity of the lower rock zone has the largest ratios for 
14c and 12'1. Tortuosity has a much greater effect on ADEs 
resulting from 14c thdn Lrum 12'1 because of the the smaller 
half -1if e of 14c. The other parameters have somewhat lesser 
effects on these ratios. 

- Four other parameters affect the ratios for both nuclides: the 
depth of the well, the buffer anion correlation parameter, the 
groundwater velocity scaling factor, and the number of persons in 
the critical group. Three of these parameters affect both the 
14c and 12'1 ratios by approximately the same amount (within a 
multiplicative factor of 3), whereas the fourth the groundwater 
velocity scaling factur) arfrcts the ratio for lbC much morc 
strongly than the ratio for 12'1, The main reason for this dif- 
ferential effect is because of the relatively short half-life of 
14c compared with that of (Section D. 7.3 in Appendix D) . 



TABLE 6-3 

EFFECTS OF FULL-RANGE VARIATIONS OF IMPORTANT PARAMETERS 

ON ESTIMATED ANNUAL DOSE TO 105 a 

~atio** of the Largest to the Smallest 
Maximum ADE u to lo5 a Resulting from 

Important parameter* 12g1 14c 

Tortuosity of the lower rock zone 3600 360 000 
Depth of the well*** 100 2 7 0 
Free-water diffusion coefficient for iodine 7 3 1 
Initial inventory of in used fuel 3 2 1 
Buffer anion correlation parameter 2 5 4 3 
Instant-release fraction for 1 2 9 ~  18 1 
Groundwater velocity scaling factor 6 13 000 
Aquatic mass loading coetticient for iodine 4 1 
Iodine plant environmental half-life 3 1 
Number of persons per household 3 3 
Initial inventory of 14c in used fuel 1 100 
Free-water diffusion coefficient for carbon 1 690 
Instant-release fraction for 14c 1 2 5 

* 
The parameters listed are those identified as important for large variations in their values: they 
have the greatest effect on the maximum annual dose estimate (ADE), for times up to 1 o5 a, 
when their values are changed over their full range of acceptable values. (For most 
parameters, the values examined correspond to the following quantiles: 0.0, 0.02, 0.05, 0.1, 
0.2, 0.3, 0.4, 0.51, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98 and 1.0. For some parameters, the 0.0 and 
1.0 quantiles were excluded because their PDFs are either unbounded (as for "aquatic mass 
loading coefficient for iodine") or are very broad. For "number of persons per householdu (of 

** the critical group), values used ranged from 1 to 36.) 
The data show the ratios of the largest to smallest maximum ADEs that are observed when 
each parameter is varied separately over its range and when all other parameters are fixed at 

**+ their median values. A ratio equal to unity implies no effect. 
The importance of depth of the well is partly an artifact of the full-range variations (see text). 

- Five parameters have large effects only for 12'1: the free-water 
diffusion coefficient for iodine, the initial inventory in used 
fuel of 12'1, the instant-release fraction of 12'1, the aquatic 
mass loading coefficient (from the lake) for iodine (describing 
the degassing of iodine from surface water) and the iodine plant 
environmental half-life (or residence time of iodine deposited on 
plants ) . 

- Three parameters have large effects only for 14c: the initial 
inventory of 14c in used fuel, the free-water diffusion coef f i- 
cient of carbon and the instant-release fraction of 14c. 



- As in the analysis of small variations, parameters used to des- 
cribe characteristics of one nuclide have no effect on the esti- 
mated doses produced by another nuclide, and thus the ratio for 
14c is unity that is, there is no difference) when the initial 
inventory of 12'1 is changed. 

- Some parameters identified as important for small-range varia- 
tions (Table 6-2) are not important for large-range variations. 
These parameters arc the plant/soil concentration ratios and the 
gaseous evasion rates from soil for carbon and for iodine. 

In contrast, five additional parameters are important only for 
large-ran e variations: depth of the well, instant-release frac- 
tion for q 2 9 ~ ,  aquatic mass loading coefficient for iodine, 
iodine plant environmental half-life, and number of persons in 
the critical group. 

Further analysis shows that the importance of the depth of the 
well is partly an artifact of the sampling procedure, and it is 
not as important as Table 6-3 suggests. In the full-range varia- 
tion of values for this parameter, large values correspond to the 
selection of a bedrock well that intercepts the contaminant plume 
moving up LD1. However, small values correspond to selection of 
an overburden well, and contaminant concentrations in an over- 
burden well are set equal to contaminant concentrations in the 
lake (Section 5.5). Thus the importance or the usiny sn~dll ur 
large depths of the well in the full-range analysis is similar to 
the use of the lake or a bedrock well as the source of domestic 
wntcr. (We show in the next section that the switch parameter 
that selects the source of domestic water is an important para- 
meter.) If our full-range analysis were restricted to bedrock 
wells only or to overburden wells only, the depth of the well 
would be less important. This last result is discussed further 
in Section D.7.4 of Appendix D. 

As before, results obtained for the maximum ADE from both rluclides are 
identical to the results for 1 2 9 ~  alone, because dominates the maximum 
ADE (Figure 6-4). Sections D.6 to D.8 in Appendix D provide further dis- 
cussion on the underlying reasons for these effects, including the reasons 
for differences between Tables 6-2 and 6-3. 

6.3.3.4 Effects of Changing Switch Values 

All switches in the system model were varied one at a time, examining each 
possible value, when all other parameters and switches were fixed at their 
median-case values. For most switch parameters ill SYVAC3-CC3, the median 
value also corresponds to the most probable value; this is the case for 
irrigation of the garden, soil type and fresh lake sediment used as soil 
(see Tablc 6-6). For the switch selecting the source of domestic water, 
the probabilities of occurrence are 0.50 for both the lake and the well 
(Davis et al. 1993). We have deffned the well to be the source of domestic 
water in the median-value simulation. 



Four of the switches in the s stem model have a significant influence on 
the maximum ADDE from 14c or '''1 up to lo5 a after closure; their effects 
are summarized in Table 6-4. The important switches are 

Source of domestic water, describing the choice between the use 
of lake water or well water as the source of domestic water used 
by the critical group. 

- Irrigation of the garden, which determines whether a simulation 
does or does not include irrigation of the garden. The source of 
water for irrigation is the same as the domestic water supply 
unless the tentative well demand exceeds well capacity, in which 
cdse we assulrle LhaL Lhe lake supplies irrigatiori water (Sections 
5.5 and 5.6). 

- Soil t-ype, which allows the selection of four different types of 
soil in the garden, forage field and wood lot. 

Lake sediment as soil, allowing the possible use of fresh lake 
sediment to replace or augment the soil in the garden, forage 
field, wood lot and peat bog. 

Other switches, such as the one that selects the source of heating fuel 
used by the critical group (wood or peat), are not identified as important. 

The results in Table 6-4 show that 

- The switch selecting the source of domestic water has the largest 
effects. The maximum ADEs resulting from 14c and 12'1 are about 
2 orders of magnitude larger if the source of water is the well 
instead of the lake. 

- The switches selecting soil type and whether the garden is irri- 
gated have smaller effects. For both nuclides, the maximum ADEs 
are larger for organic soil and for simulations in which the 
garden is irrigated. 

- The switch selecting fresh lake sediment used as soil has a rela- 
tively large effect for 14c but little effect for 12'1. 

An overall implication 
from both and 14c 
because the ADEs from 
from 14c in all cases. 

is the effects of these switches on the total ADEs 
would be similar to the effects on only, 
. 2 9 ~  are more than 200 times greater than the ADEs 
Thus larger radiation doses would occur when the 

well is the source of domestic water, the soil type is organic or the gar- 
den is irrigated. Smaller doses would occur whcn fresh lake sediment is 
used as soil. 

The reasons underlying these effects are included with the detailed discus- 
sion of sensitivity-analysis results from the biosphere model (Section D.8 
in Appendix D). 



TABLE 6-4 

EFFECTS OF CHANGES IN IMPORTANT SWITCHES 

ON ESTIMATED ANNUAL DOSE TO 105 a 

- - -  

Options Available Effect of Using the Option on 
Switch and Probability the Ratio of Maximum ADE*** 

Description* of occurrence** 12gI 14c 

Source of Domestic well** (0.50) 
Water Lake (0.50) 

Irrigation of Garden yes** (0.90) 
NO (0.10) 

Soil Type sand** (0.57) 
Loam ( 0 . 0 5 )  

Clay (0.24) 
Organic (0.14) 

Fresh Lake Sediment Yes (0.01) 
Used as Soil NO* * (0.99) 

The four switches listed are those identified as important for the median-value simulation. 
That is, each indicated switch has a significant effect on the maxirnurn annual dose estimate 
(ADE) resulting from 4~ or from 2 9 ~  for times up to 1 o5 a, when it selects different options 

** and when all other parameters (including all other switches) are fixed at their median values. 
The probability of occurrence for different options is taken from the PDF used to characterize 
the switch in the probabilistic analysis. The option flagged is that chosen for use in the 

*** median-value simulation. 
The data in the last two columns show the effects of the switches for the different options. 
The effects reported are ratios of maximum ADEs: the estimate obtained using the indicated 
option divided by the estimate obtained from the median-value simulation. A ratio of unity 
indicates two possibilities: the specified option has no effect or the specified option is 
identical to that used in the median-value simulation. 

6.3.3.5 Effects of Varying Constant Parameters 

The changes to the constant parameters are considered individually. After 
varying a total of 788 parameters that are normally fixed in value, we 
observed that only a few have large effects on the maximum ADE up to lo5 a. 

An important observation from these studies is that the ADEs resulting from 
14c and 12'1 are sensitive to the closest distance between the waste 
emplacement part of a vault room and fracture zone LD1 (the waste exclusfon 
distance), decreasing in magnitude as the distance is increased. Figures 
6-9 and 6-10 show results from six simulatfons that correspond to moving 
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FIGURE 6-9: Effect of the Waste Exclusion Distance 

The waste exclusion distance is the length of sparsely fractured rock between fracture zone LD1 and 
the waste emplacement part of the nearest vault room. Results shown are from six simulations in 
which the distance is about 1,  3, l0,30, 50 and 70 m. Parts (a) and (b) show the maximum, for times 
up to 1 o4 a and up to 1 o5 a, ADEs from 1291 and 4 ~ .  The two horizontal lines show the annual 
dose associated with the AECB risk criterion (5 x 1 o - ~  Sv/a) and a typical annual dose from radiation 
in the natural environment (3 x Svla). 
The curves show that the ADEs are strongly influenced by the length of the waste exclusion distance, 
especially at 1 o4 a. However, even small lengths of rock are effective in delaying and attenuating 
estimated annual doses. 



FIGURE 6-10: Dose-Time Curves for Different Waste Exclusion Distances 
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The waste exclusion distance is the length of sparsely fractured rock between fracture zone LD1 and 
the waste emplacement part of the nearest vault room. Other comments are as for Figure 6-9, 
except that the horizontal axes show the time. 
The curves show that longer waste exclusion distances are more effective in attenuating and 
delaying estimates of annual dose, with greater attenuation for short-lived 14c than for long-lived 
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the vault toward or away from LD1 (in a horizontal plane) to achieve waste 
exclusion distances ranging from about 1 m to about 70 m. Each simulation 
uses ditferent Cartesian coordinates and hydraulic heads tor the network 
nodes (adjusted to conform with the detailed results from MOTIF, as des- 
cribed in Section 5.4). All other parameters have been fixed at their 
median values. The figures show that 

- The length of the waste exclusion distance has a stron influence 
on the maximum ADEs to lo4 a and a weaker effect at 10' a (Figure 
6-9). The effects are more significant at early times where the 
dose-time curves are rising faster (Figure 6-10). Even when 
there is only about 1 m of sparsely fractured rock between LD1 
and the nearest containers in the vault, ADEs for 12'1 are less 
than the total annual dose from natural background and just 
slightly above the annual dose associated with the AECB risk 
criterion (5 x Sv/a). 

- The time of occurrence of the maximum value of the ADEs moves to 
later times for longer waste exclusion distances. The effect is 
best shown for 14c in part (b) of Figure 6-10; it shows maxima 
for all waste exclusion distances studied because of the interac- 
tions between transport time and half-life. There is a large 
decrease in the magnitudes of the maxima from 14c because longer 
waste exclusion distances mean less 14c survives the radioactive 
decay and is available for discharge into the biosphere. 

The time of occurrence of the maximum ADE from 12'1 also moves to 
later times for longer distances: the maximum occurs before lo4 a 
with a distance of 1 m, between lo4 and lo5 a with a distance of 
3 m, and at lo5 a (the time cutoff of the simulations) with dis- 
tances of 10, 30, 50 and 70 m. Because has a longer half - 
life, the magnitudes of its maxima are not as strongly affected 
(compared with 14c). With a 1-m distance, the maximum for 
occurs before the maximum for 14c because of the retardation 
(sorption) of 14c onto minerals in fracture zone LD1 and in the 
upper rock zone (see Table D-2). 

- The two figures show that the waste exclusion distance is effec- 
tive in attenuating and delaying impacts, with the greater atten- 
uation for short-lived 14c. 

Sections 6.2 and 6.6 provide further discussion on the effects of the 
length of the waste exclusion distance. 

Other general observations on the sensitivities of the constant parameters 
ore as follows: 

- The maximum ADEs resulting from 14c increase if the radioactive 
half -life of 14c is increased, whereas the opposi-te effect occurs 
if the half-life of is increased. (Radionuclide half -lives 
are generally well known, but we have examined simulations with 
different values to help reveal and understand interactions in 
the system model.) This observation can be attributed to two 



competing factors related to radioactive decay: inventory and 
activity. In the system model, the estimated dose resulting from 
a radionuclide is proportional to its inventory reaching the 
biosphere and to its specific activity (related to the number of 
disintegrations per unit time and per unit mass). The inventory 
factor increases with increasing half-life because d greater 
fraction of the initial radionuclide inventory will survive the 
transport from the waste matrix to the biosphere. In contrast, 
the specific activity factor is inversely p r o p o r t - i o n a l  to half- 
life; that is, long-lived radionuclides are less radioactive per 
unit time than short-lived radionuclides. 

For parameter values in the median-value simulation, slightly 
greater values for the long half-life of (1.6 x lo7 a) lead 
to smaller estimates of dose because of the reduced specific 
activity; there is little change (in lo5 a) in the dnluunt of 1 2 9 ~  

that survives. Conversely, slightly greater values for the half- 
life of 14c (5.7 x lo3 a) lead to greater estimates of dose, 
because the effects of reduced specific activity are oi~tw~ighed 
by the increased inventory of 14c that survives transport. 

Estimates of releases from the vault and annual dose increase 
with increasing amounts of used fuel in the vault. The reason is 
clear: increasing the mass of used fuel also increases the ini- 
tial inventories of all contaminants, which leads to proportional 
increases in estimated releases from the vault and geosphere, and 
increased estimates of annual doses. 

- The ADEs resulting from 14c and decrease when the thjckn~ss 
of the backfill is increased. This effect can be attributed to 
the additional delay during their transport from the vault to the 
geosphere. 

- The ADEs resulting from 14c and 12'1 are increased by increases 
in the values of man's total daily energy intake requirement and 
the dose conversion factors. Increased daily energy intake cor- 
responds to the ingestion of more potentially contaminated food, 
water and air, and the ingestion pathway is the most important 
biosphere pathway that affects the critical group. Dose c o n v e r -  
sion factors are used to convert exposure to dose, and thus have 
a direct effect on the magnitude of the estimated doses. 

Some of the above parameters, such as the half-life of '*c, are accurately 
known physical constants. However other parameters could be influenced to 
some extent by modifications to the disposal facility, such as a vault 
design that would allow for a thicker backfill. Several of these chariyes 
were discussed in Section 6.2 for use as potential design constraints. 

6.3.3.6 Summary of the Median-Value Sensitivity Analyses 

This sensitivity analysis has identified parameters important to the maxi- 
mum ADEs in a region of the parameter space centred near the median values. 
It shows that the tortuosity of the lower rock zone is the most important 
parameter for both small and large changes to parameter values. This 



parameter is one of several used to describe the movement of contaminants 
in the rock immediately surrounding the vault; others include the ground- 
water velocity scaling factor and the waste exclusion distance. 

The results also show that the switch parameter that selects the source of 
domestic water is important: simulations involving the use of well water 
have larger ADEs than simulations involving lake water. 

Sections D.6 to D.8 in Appendix D examine in detail the effects of all the 
important parameters listed in Tables 6-2, 6-3 and 6-4. This appendix also 
discusses several other parameters that are important when considering 
objective functions that isolate the performance of the vault, geosphere 
and biosphere. 

As noted in Section 6.3.1, a main purpose of the analysis of the median 
simulation is to identify important features and processes in the system 
model and to understand why they are important. We use this information to 
guide the probabilistic analysis, because the the results of many randomly 
selected simulations are more difficult to unravel. In particular, we use 
results from the sensitivity analysis of the median-value simulation to 
help interpret the sensitivity analyses that take into consideration the 
simultaneous variation of all parameters over their entire ranges of possi- 
ble values. 

In developing a disposal facility, including site characterization and 
design studies, sensitivity analyses are expected to be an important tool 
in determining features of the site and design that are important to the 
performance of the system. These analyses can be used to determine whether 
and what additional studies should be carried out; for example, to better 
delineate features of the geosphere and engineered barriers. Sensitivity 
analyses, similar to those described in Section 6.2, can be used to develop 
design constraints to improve the margin of safety of the disposal system. 
Finally, other sensitivity analyses could contribute toward optimization of 
costs and safety of the disposal system. 

ANALYSIS OF BARRIER EFFECTIVENESS 

This section describes a special sensitivity analysis of the median-value 
simulation. It examines the relative effectiveness of several engineered 
and natural barriers that contribute to the safety of the reference dispo- 
sal system evaluated in this postclosure assessment. The analysis is 
focussed on the main pathway that contributes to the ADEs for times up to 
lo5 a: this pathway originates in vault sector 11, involves transport along 
fracture zone LD1, and enters the biosphere at the well. 

The sequence of barriers affecting contaminant transport are illustrated in 
Figure 6-11. We examine eight barriers: 

- the titanium container; 

the waste matrices (used fuel and Zircaloy); 

the buffer; 
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FIGURE 6-11: Barriers to Contaminant Transport in the Median-Value 
Simulation 

This figure shows the principal pathways for contaminant transport from the vault to the biosphere; 
several important barriers occur along these pathways. An effective barrier is one that delays and 
attenuates the release of contaminants. 
In the median-value simulation, the major pathway for contaminant transport originates at vault sector 
11, involves transport along fracture zone LD1, and enters the biosphere at the well. The barriers 
considered along this pathway are the titanium container, waste matrices, buffer, precipitation (of 
technetium) in the buffer, backfill, the sparsely fractured rock within the waste exclusion distance and 
fracture zone LD1 leading from near the vault to the well. Two parts of the fracture zone are 
examined: LD1 -a and LD1 -b. Fracture zone LD1 -a is approximately 540 m long and is located in the 
lower rock zone; LD1-b is approximately 780 m long and is located in the intermediate and upper 
rock zones. 



the backfill; 

precipitation of sparingly soluble elements in the butter (our 
calculations show that only technetium would precipitate in the 
chemical environment represented by the median-value simulation); 

the rock within the waste exclusion distance (about 50 m of 
sparsely fractured rock) that isolates the waste emplacement part 
of any vault room in sector 11 from fracture zone LD1; 

the lower part of LD1, labelled LD1-a in Figure 6-11, which is in 
the lower rock zone and is about 540 m long; and 

- the upper part of LD1, labelled LD1-b in Figure 6-11, which is in 
the intermediate rock and upper rock zones and is about 780 m 
long. 

(Chemical precipitation takes into consideration the effect of ~!lectrochem- 
ical potential on element solubilities. It could be classified as an engi- 
neered barrier because we simulate the process within the buffer (Sec- 
tion 5.2), and it would be feasible to enhance precipitation in the buffer 
using suitable additives.) 

An effective barrier is one that delays and attenuates contamina.nt release. 
Delayed releases may lead to smaller radiation doses because radioactive 
decay during the delay time may reduce the contaminant inventory and its 
subsequent discharge to the biosphere. (On the other hand, doses may be 
greater if ingrowth leads to larger inventories, and thus to larger dis- 
charges of a contaminant.) Attenuated releases lead to a decrease in the 
concentration of a released contaminant because the releases are dispersed 
in time or space. 

The effects ot delay and attenuation are generally inseparable. For exam- 
ple, there are more than 100 000 containers in the vault, and their net 
effect is both to delay and to attenuate the release of a radionuclide: 

- A radionuclide cannot be released until the container has failed. 
This delay time may decrease significantly the inventory of a 
radionuclide and is especially effective for short-lived nuclides 
that do not have precursors. For example, if a container remains 
intact for 1000 a, then the surviving inventor of tritium (with 
a half-life of 12.4 a), would be about 2(1000/'2.4) or times 
smaller than its initial inventory. 

- The entire surviving inventory of a radionuclide will not be 
released at the instant of failure of one contaiuer. Irlstead, 
the radionuclide will be released at different times from differ- 
ent containers because there is a distribution in time of the 
container failures (Section D.2 in Appendix D). This process has 
the effect of dispersing releases in time, with subsequent atten- 
uation of releases at any particular time. Moreover, because the 
containers are dispersed throughout the disposal vault, the 
release of a radionuclide will also be dispersed in space. That 
is, its entire surviving inventory is not released at some point 



source but instead at different locations throughout the vault. 
For the model of the reference disposal system, we use 12 sectors 
to represent the entire disposal vault (Sections 5.2 and 5.4). 
In the following analysis, we consider only containers in vault 
sector 11, and thus do not explicitly evaluate the effects of 
dispersion in space (although other analyses in Sections D.3 and 
D.4 in Appendix D show that 9 of the 12 vault sectors do not 
contribute to impacts even at lo5 a). 

We quantify the effectiveness of each barrier by calculating a barrier 
performance measure for each contaminant. The barrier performance measure 
is deiined as follows: 

barrier performance measure = amount of contaminant exitins the barrier 
amount of contaminant entering the barrier, 

or the fraction of the contaminant released from the barrier. We calculate 
this measure as a function of time. Although relatively simple, this defi- 
nition requires more detailed specificat-ion to avoid ambiguities and to 
permit comparison of different barriers. The required details are dis- 
cussed in Section D.9.1 in Appendix D. 

Figure 6-12 shows some performance measures as a function of time for 12'1: 

The rock within the 50-m waste exclusion distance is the most 
effective barrier in delaying and attenuating releases; for 
instance, the total fraction released from this barrier is less 
than lom4 for times up to 2 x lo4 a. 

- The backfill and waste matrix (used fuel) are somewhat less 
effective, whereas the buffer, container and fracture zone are 
relatively unimportant. (More precisely, the used-fuel waste 
matrix is a very effective barrier for the congruently released 
12'1 but ineffective for the instantly released 12'I.) 

- For times beyond about 6 x lo4 a, Lhe results show the waste 
matrix becomes more effective than the buffer. The results also 
indicate that, at times beyond lo5 a, the waste matrix becomes 
the most effective barrier. The maximum in the total fraction 
released from the waste matrix (used fuel) is less than 0.1 and 
is virtually entirely due to the initial inventory of 12'1 avail- 
able for instant release. The instant-release inventory of 12'1 
is 8.1% in the median-value simulation (Section D.2 in Appen- 
dix D). 

Section D. 9.1 in Appendix l) describes the resulLs ub ta ined  for 14c, "TC 
and 2 3 8 ~ .  Results for 14c are similar to those for 12'1 except that the 
effects of radioactive decay are important Figure D-64 in Appendix D). 
Precipitation is an effective barrier for '&Tc because it significantly 
reduces "TC release from the buffer. However, the backfill is the most 
effective barrier for "TC by many orders of magnitude (Figure D-65 in 
Appendix D). The rock within the waste exclusion distance is an extremely 
effective barrier for 2 3 8 ~  (Figure D-66 in Appendix D) . The used-fuel 
matrix is also an effective barrier for 2 3 8 ~  because its release involves 
only the congruent-release mechanism. 
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FIGURE 6-12 : Barrier Performance Measures for 1291 from Used Fuel 

The curves are calculated from the models for six barriers: the used-fuel waste matrix, container, 
buffer, backfill, rock within the waste exclusion distance and the lower (LD1 -a) part of fracture zone 
LD1. The calculations assume that a unit amount of 12'1 is instantaneously input to the barrier at 
time equal to zero; the curves show the total fraction (integrated over time) released as a function of 
time. The vertical axis uses a logarithmic scale and plots the total fraction released from the barrier 
or the performance measure of the barrier for 1291. 
The most effective barriers for 1291 are the rock within the waste exclusion distance, followed by the 
backfill and waste matrix. 



The barriers are independent of one another and act in sequence to control 
contaminant release. We can obtain a simple estimate of their sequential 
effect from the product of the fractions released from each of the eight 
barriers. We use this product to define a net fraction released. In fact, 
this definition is very pessimistic because of the way in which we calcu- 
late the fractions rclcascd from each barrier. For each barrier, we calcu- 
late the fraction released assuming a unit amount of contaminant is instan- 
taneously input at time equal to zero. In reality, the output from the 
first barrier would be the input to the second barrier (and so forth). In 
general, the output from the first barrier would not be a unit amount at an 
instant in time; rather the output would be both delayed and attenuated. 
Accordingly, the input to the second barrier would be a smaller amount of 
contaminant, spread over some longer time frame. Thus the net fraction 
released, as defined above, greatly overestimates the actual release from a 
sequential combination of barriers. (The results from SYVAC3-CC3 described 
in all other sections of this report do take into account the sequential 
effects of the barriers.) 

The net fraction released is thus a pessimistic overestimate of the frac- 
tion that could be released. For the maximum possible fraction 
released is 6 x for times up to 6 x lo4 a. The sequential arrangement 
of barriers gives rise to a much larger reduction in release than for any 
barrier acting individually. 

Table 6-5 summarizes the net fractions released up to lo5 a for 14 radio- 
nuclides and chemically toxic elements that have thc largest net fraction 
released. The smallest value listed is 2 x for 9 3 ~ 0  from used fuel. 
For all other contaminants shown in Tables 5-3 and 5-4 and not listed in 
T a b l e  6-5, the calculated net fractional release is less than 9 x 
Table 6-5 also shows the net fractions released for each contaminant from a 
sequential combination of the eight barriers. The table illustrates, for 
example, that at lo5 a bromine has a maximum possible fraction released of 
3 x and its three most effective barriers are the rock within the 
waste exclusion distance, the waste matrix (used fuel) and the backfill. 

Figures 6-13 a11d 6-14 summarize the performance of the barriers for most of 
the radionuclides and nine chemically toxic elements considered in the 
postclosure assessment. The two figures show results at lo4 a and at lo5 a 
respectively. Both figures are constructed using a logarithmic transforma- 
tion affecting the lengths of the boxes (details are given in Section D.9.2 
in Appendix D). The length of a box is indicative of the effectiveness of 
the barrier for a contaminant: 

- A box length of zero indicates a relatively ineffective barrier. 
It corresponds to a barrier that releases all the contaminant 
over lo4 u r  lo5 .I (its barrier performance measure is unity). 
All entries, except for 9 9 ~ c ,  have a box length of zero in the 
column labelled "Precipitate in Buffer1'. 

- Longer boxes indicate that a barrier is more effective in ateenu- 
ating and delaying a contaminant release. For an extremely 
effective barrier, the calculated fractfon of a contaminant 
released (or the performance measure) is 0 .  The box lengths for 
2 4 1 ~ ~  releases from the backfill in both figures represent this 
small fraction. 



TABLE 6 -, 

N e t  
F r a c t i o n  

N u c l i d e  R e l e a s e d  B a r r i e r  1 
T o t a l  Fraction R e l e a s e d  f r o m  

B a r r i e r  2 B a r r i e r  3 B a r r i e r  4 B a r r i e r  5 B a r r i e r  6 B a r r i e r  7 B a r r i e r  8 

* This table compares the effectiveness of eight barriers for different contaminants at 1 o5 a. Smaller fractions indicate that a barrier is 
more effective. 
Contaminants are identified in the first column, with "F" and "Z" indicating the used-fuel and Zircaloy waste matrices. There are 17 
entries, but 4 ~ ,  9 3 ~ o  and 9 9 ~ c  ap ear twice, once for each matrix. Contaminants in Tables 5-3 and 5-4 not listed here have net 
fractional releases less than 9 x 1 0-18, the smallest positive number that was possible in the calculations. (We report all calculated 
values for completeness, recognizing that some small numbers could represent a minute fraction of an atom). 
Contaminants are ranked downwards in decreasing order of the net fraction released (second column), a pessimistic estimate of the 
releases to 1 o5 a that could occur from a sequential combination of independent barriers. It is calculated as the product of the fractions 
released from the eight barriers. Columns 3 through 10 show total fractions released from different barriers, ranked across a row in 
increasing order. The following abbreviations identify the individual barriers: 

ba = backfill; bu = buffer; 
co = container; ex = rock within the waste exclusion distance; 
La = lower part (LDI-a of fracture zone LDl ; Lb = upper part (LD1-b) of fracture zone LD1; 
pr = precipitation (for 9LTc) and wa = waste matrix. 

The most consistently effective barriers are the rock within the waste exclusion distance, the waste matrices (used fuel and Zircaloy) and the 
backfill: their fractional releases are less than 0.1 for all contaminants. 
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FIGURE 6-13: Summary of the Analysis of Barrier Performance at lo4 a 

This figure illustrates the relative effectiveness of eight barriers at 1 o4 a after closure of the disposal 
vault. The labels on the left-hand side of the figure identify different contaminants, with "*" indicating 
contaminants associated with the Zircaloy matrix (all others are from the used-fuel matrix). 
The eight columns on the right of the figure illustrate the effectiveness of the eight barriers, each 
considered separately, and the first column of boxes represents a pessimistic estimate of the net 
effectiveness of a sequential combination of the eight barriers. The length of each box represents 
the effectiveness of a barrier: a longer box corresponds to greater attenuation and delay or to a 
smaller fractional release of a contaminant. The smallest possible length is zero (such as 
"Precipitate in the Buffer" for 1291), corresponding to an ineffective barrier with a fractional release of 
unity at I o4 a. The longest possible box (such as the five on the right for 241 Pu) represents an 
extremely effective barrier, with a fractional release of 0 at 1 o4 a. Calculation of these lengths 
involves a logarithmic transformation (Section D.9.2 in Appendix D). 
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FIGURE 6-14: Summary of the Analysis of Barrier Performance at lo5 a. 
Comments are as for Figure 6-13, except the time considered 
is 105 a. 

The first column of boxes in Figures 6-13 and 6-14 shows the minimum possi- 
ble effectiveness of a sequential combination of the eight barriers. The 
lengths of these boxes also use a logarithmic transformation (Section D.9.2 
in Appendix D) applied to the net fraction released. Contaminants are 
ranked in the figures according to these lengths: contaminants near the 
bottom of the list, with longer boxes, are more attenuated and delayed than 
contaminants near the top of the list. 

The results in Figures 6-13 and 6-14 can be used to compare the effective- 
ness of different barriers for different contaminants. The figures show 
that 

The effectiveness of a barrier is both nuclide-dependent and 
time-dependent. 



The radionuclides near the top of the figures are least affected 
by the sequence of barriers. Two of them, 14c and 12'1, are the 
major contributors to ADEs (discussed in Section 6.3.2). Note 
that the rankings in Figures 6-13 and 6-14 are not the same as a 
ranking based on contributions to the total ADE because the cal- 
culations of the ADE include additional factors, such as radio- 
nuclide inventory, radiotoxicity and transport in the biosphere. 
For instance, 8 1 ~ r  is not an important contributor to the ADE 
because it has a relatively small inventory and is not signifi- 
cantly radiotoxic for most exposure pathways. 

The chemically toxic elements near the top of the figures also 
have the largest estimated concentrations in the biosphere (Sec- 
tion 6.3.2). Bromine occurs first in both instances, followed by 
antimony. Note, however, that the rankings in Figures 6-13 and 
6-14 do not include factors such as contaminant inventory and 
transport in the biosphere. 

Small amounts of only a few radionuclides are likely to pass 
through all barriers and reach the biosphere in lo4 or lo5 a. 
The most likely candidates are 12'1, 81~rl 14c, 210m~i and 208~i. 
Of these, 210m~i and 208~i have at least one very effective bar- 
rier. Technetium-99 and 187~e and all the contaminants below 
them have two or more barriers that are extremely effective. 

For the bismuth isotopes, 14c from Zircaloy and "TC from 
Zircaloy, the Zircaloy waste matrix is an effective barrier. 
This occurs because releases from Zircaloy are limited to congru- 
ent release controlled by the Low solubility of the Zircaloy 
matrix (1.79 x mol/m3 in the median -value simulation) . 

The used-fuel and Zircaloy waste matrices are effective barriers 
for contaminants that are released congruently. For the used- 
fuel waste matrix, these contaminants include the isotopes of 
plutonium and all other actinides, and most of the initial inven- 
tory of 1 2 9 ~  and 14c. 

The container is very effective for radionuclides with short 
half -lives, for example, tritium ( 3 ~ )  and 125~b. 

Chemical precipitation in the buffer is important only for "TC 
from the used-fuel waste matrix; Technetium-99 from Zircalo does 
not reach the solubility limit for technetium. (Ideally, "Tc 
from used fuel and Zircaloy should be modelled together because 
they are chemically identical. However, modelling them sepa- 
rately is much simpler and is conservative in the sense that it 
overestimates releases of "TC from the buffer. ) 

The buffer, backfill and fracture zone LD1 are effective barriers 
for contaminants that tend to sorb strongly. 

The rock within the waste exclusion distance is an extremely 
effective barrier. It limits the releases of more than half the 
contaminants to a negligible fraction. 



In summary, the results in Figures 6-13 and 6-14 suggest that, for the 
median-value simulation, only small amounts of a few contaminants are 
likely to reach the biosphere in lo4 and lo5 a: bromine, 12'1, 'l~r and 
I4c. Of these, the analysis in Section 6.3.2 shows that two largest 
releases to the biosphere are from bromine and 12'1, followed by 14c with 
much smaller releases. All other contaminants have one or more very effec- 
tive barriers, with the rock within the waste exclusion distance being most 
often the most effective. 

This analysis has also been carried out for vault sector 1 of the median- 
value simulation. The net fractional releases are more than 10 orders of 
magnitude smaller for 12'1 and " ~ r  from sector 1, supporting the previous 
observation that the main pathway contributing to estimated dose originates 
in vault sector 11. 

RESULTS FROM THE PROBABILISTIC ANALYSIS 

6.5.1 Introduction to the Probabilistic Analvsis 

In the probabilistic assessment, several thousands of simulations are ana- 
lyzed, with each simulation using a set of randomly selected values for the 
parameters of the system model: 

- Weanalyzedresults from40 000 simulations forsevenofthe 
radionuclides in Table 5-4 that are expected to cause the largest 
radiation doses over times up to lo5 a following closure of the 
vault. They are 14c, 135~sl 12'1, 5 9 ~ i ,  lo7pd, 7 9 ~ e  and "TC 
from used fuel. Subsequent analyses confirmed that no other 
radionuclide makes a significant contribution to the total radia- 
tion dose over lo5 a (in fact our results show that we could 
further reduce the seven radionuclides to include only 14c and 
12'1). Moreover, converqence of the results from 40 000 simula- 
tions is satisfactory because we can calculate robust and rela- 
tively precise statistical arithmetic averages and show that 
these averages are clearly below regulatory criteria. 

We also analyzed results from at least 2000 simulations for all 
the other radionuclides and each of the nine chemical1:y toxic 
clcmcnts listcd in Tables 5-3 and 5-4 (Section 5.3). 

Each simulation uses random sampling (also known as Monte Carlo sampling) 
to select a parameter value from its range of possible values. In making 
these random samples, we use a random number generator (with no re-use of 
random seeds) to select a uniform random variate between 0 and 1. We then 
use a transformation, known as the inverse cumulative distribution method 
(Knuth 1969; Rubinstein 1981), to determine the corresponding parameter 
value from its PDF. The SYVAC3-CC3 parameters are described using the 
following PDF types: normal, lognormal, uniform, piecewise uniform, loguni- 
form, triangular, beta, and constant (Figure A-6 in Appendix A gives sample 
plots ) . 

The probabilistic approach includes the effects of parameter uncertainty, 
and the importance of these effects is illustrated in Figure 6-15. This 
figure shows curves of ADEs from 12'1 versus time from five simul.ations 
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FIGURE 6-15: Curves of Estimated Annual Dose from Versus Time 

The inset shows the same curves with linear vertical scales; the larger figure uses a logarithmic 
vertical scale to better distinguish the curves over a large range of annual dose estimates (ADEs). 
Five curves are plotted for simulations with randomly selected parameter values: simulation numbers 
1, 201, 401, 601 and 801 from the first 1000 randomly sampled simulations. The wide range of 
ADEs is caused by the uncertainty in the parameters of the system model. The curve labeled "mean" 
is the arithmetic average of the 1000 simulations. It lies above the curves for simulations 1, 201, 401, 
601 and 801 (but cannot lie above all curves from all the 1000 randomly selected simulations) 
because the arithmetic average is dominated by a few simulations that have large ADEs. The curve 
labelled "median" is the annual dose curve obtained for a special simulation: it is the median-value 
simulation, discussed in Section 6.3, for which all parameters are fixed at their median values. 



with randomly selected parameter values and from the median-value simula- 
tion. It also shows the curve for the mean ADE versus time, where the mean 
is the arithmetic average from 1000 randomly selected simulations. The 
figure demonstrates that 

- There is a wide variation in the ADE caused by the uncertainty in 
the parameter values used to describe the performance of the 
disposal system. 

The mean ADE curve lies above the other curves in the figure. At 
each point in time, the mean ADE is the arithmetic average of 
1000 estimates of annual dose. Note that the mean ADE curve 
cannot lie above all of the ADE curves for the 1000 randomly 
sampled simulations. If curves were plotted for all of these 
simulations, most would lie below the mean, but a few would be 
above. 

Because these estimates range over many orders of magnitude, the arithmetic 
average is dominated by the largest values. Figurc 6-15 shows a case where 
the ADEs at lo5 a are approximately Sv/a from simulation 401, 

Sv/a/a from simulations 1, 201 and 801, and Sv/a from simulation 
601. The average of these five estimates is about 0.2 x Sv/a; that 
is, the contributions to the average from simulations 1, 201, 401 and 801 
are dominated by the contribution from simulation 601. 

The figure also shows the ADE curve trom the median-value simulation. 
Clearly this single simulation does not represent the entire range of ADEs, 
nor does it give an accurate approximation to the mean ADE curve. As noted 
earlier, we examine the median-valuc simulation principally because we can 
trace in detail the functioning of the system model and gain insight into 
its operations and interactions. We can also perturb values of parameters 
and identify the most influential parameters based on a fixed reference 
simulation. In contrast, the mean ADE curve does not correspond to any 
single simulation in particular. We cannot use the mean ADE curve to 
investigate questions, such as "What was the release of 1 2 9 ~  from vault 
sector 12?" because the answer varies from simulation to simulation. 

We use the arithmetic average of the ADE from a large number of randomly 
sclectcd simulations for comparison with regulatory criteria. In fact, the 
AECB (1987a) specifies the arithmetic average for use in the radiological 
risk equation when using a probabilistic analysis (Section 1.4.1 and Appen- 
dix C). The arithmetic averaqe has four important properties. 

- It is computed using all values, and thus represents the entire 
group of values. 

It approaches a limiting value as the number of values increases, 
and the limit is the mean of the underlying distribution. This 
result follows from the central-limit theorem: "As sample size 
increases, the means of samples drawn from a population of any 
distribution will approach the normal distribution" (Sokal and 
Rohlf 1981), and the mean of this normal dfstribution is equal to 
the mean of the underlying distrfbution. 



It is additive: the arithmetic mean doses for two different 
radionuclides can be added to get a mean dose for both radionuc- 
lides, and arithmetic means from two sets of simulations can be 
averaged to get a mean for both sets. 

- It is an estimate of statistical expectation, accounting for the 
uncertainties in all parameters. 

Of course, the arithmetic average is just one way of describing the distri- 
bution of ADEs at any time. From the set of simulation results, we can 
estimate the distribution itself and any other statistics, such as the 99th 
percentile. The distribution, however, is rather difficult to represent 
mathematically because (as shown in Section 6.5.2) it is highly skewed, 
such that the vast majority of ADE values at any point in time are smaller 
than the average value at that time, and the average tends to be dominated 
by a tew simulations with relatively large ADEs. 

In addition, many other measures of the centre of the distribution of ADEs 
would be less conscrvativc for the results from SYVAC3-CC3 because the 
distribution is so highly skewed. For example, for a set of n values that 
represent this distribution, the median of the set (approximately the n/2 
largest value), its mode (the most frequent value), and its geometric mean 
(the nth root of the product of the n values) are all much smaller than its 
arithmetic average (the sum of the n values divided by n). 

The above discussion also applies to other calculated variables of inter- 
est. We, therefore, report arithmetic averages for variables such as esti- 
mated concentrations of contaminants in the biosphere and ADEs to nonhuman 
biota. 

Table 6-6 contains examples of arithmetic averages. It summarizes the 
averaged fate of selected contaminants at lo5 a, computed from 1000 simula- 
tions. At l o 5  a, most of the contaminants remain in the vault and are 
still located within the used fuel or Zircaloy. Only a few contaminants 
reach the geosphere, and fewer still discharge to the biosphere in any 
appreciable quantities. Discharges to the biosphere, over l o 5  a, are 
largest for 

- the chemically toxic elements bromine and antimony (from used 
fuel) ; and 

- the radionuclides 14c (from both used fuel and Zircaloy) , 1 2 9 ~  
(used fuel) and 8 1 ~ r  (used fuel). 

Similar overall results are discussed in Table 6-1 for the median-value 
simulation. However, a detailed comparison of the two tables suggests that 
contaminants have moved somewhat farther and in greater quantities when 
comparing the arithmetic averages with the median values. 

Figure 6-16 helps to explain why this is so by showing estimated values of 
the total amount of 1 2 9 ~  discharged to the biosphere from 1000 randomly 
sampled simulations. These simulations yield a wide distribution of 
values. For many simulations, the estimated values are close to the esti- 
mated value of 0.28 mol from the median-value simulation. However, the 



TABLE 6 - 6  

Radio-  Average Average Average Average Average Average Average Average 
Nuclide/  I n i t i a l  Amount i n  Amount i n  Amount i n  Amount i n  V a u l t  Amount i n  m o u n t  

T o x i c  I n v e n t o r y  C o n t a i n e r s  B u f f e r  a t  B a c k f i l l  V a u l t  a t  R e l e a s e  Geosphere  Re leased  t 3  
Element (II .01)  a t  l o 5  a l o 5  a a t  lc15 a l o 5  a t o  l o 5  a a t  l o 5  a E i o s p h e r e  

(mol )  ( moll (mol)  (mol )  ( m 0 1 )  (mol) a t  l o 5  a (m31) 

This table shows the arithmetic averages of the amounts of contaminants at various locations, taken from 1000 randomly 
sampled simulations. (The contaminants listed include those from Table 6-1 with the largest discharges to the biosphere.) 
The first column identifies the contaminants, with a "Z" indicating that the contaminant is from the Zircaloy waste matrix (all 
others are from the used-fuel ( U 0 2 )  waste matrix). The second column gives their average initial inventories. Columns 3, 
4 and 5 show the average amounts in the containers (including the used fuel and Zircaloy waste matrices), buffer and 
backfill at 1 o5 a. These amounts are summed in column 6, giving the average amounts in the vault. Column 7 lists the 
averages of the total amounts released from the vault for times up to lo5 a. The last two columns describe the average 
amounts in the geosphere and the average amounts discharged to the biosphere. Entries of 0.0 indicate that the 
calculated value is less than 1 0-37 (a number related to precision of the computer). 
At lo5 a, most of the contaminants remain within the vault. Total discharges over 1 05 a to the biosphere exceed 
lo-' mol only for Br, 4 ~ ,  12'1, 81 Kr and Sb. Table 6-1 shows similar results from the median-value simulation. 
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FIGURE 6-16: The Distribution of Amounts of 12'1 uischarged to the 
Biosphere at l o 5  a 

This plot shows results from 1000 simulations in which all parameters are sampled randomly from 
their associated probability density functions (PDFs). The uncertainties represented by these PDFs 
are reflected by the range of estimates for the total amount of 1291 released from the geosphere to 
the biosphere at 1 o5 a. The arrow shows the corresponding estimate obtained from the median- 
value simulation (0.28 mol). Many estimates are close to that of the median-value simulation, but a 
few are much larger, so that the average released is 1.0 mol. Note the break in the vertical axis and 
in the first interval: there are 874 simulations in the first interval, and only about 70 in the second. 

distribution of results is skewed and a few simulations have very large 
values. The frequencies of occurrence of values is such that the arithme- 
tic average i s  1.0 mol, somewhat larqer than the value from the median- 
value simulation. 

In general, the dfstrfbution of results for any estimated variable is a 
function of the underlying uncertainty. Thus the largest I-elative differ- 
ences between results fn Tables 6-1 and 6-6 tend to occur with the amounts 
released to the biosphere because this variable reflects the underlying 
uncertainties in the vault and geosphere models. Similar effects are dis- 
cussed in the following section for the distrfbution of ADEs. 



In the remainder of Section 6.5, we discuss the main findings of the proba- 
bilistic assessment of the reference disposal system. In particular, we 
discuss 

- Estimated radiation doses to the critical group (Section 6.5.2). The mean ADE is 
calculated for times up to l o 5  a following disposal, and includes 
the ADEs from all 68 radionuclides (Table 5-4). Our analysis 
shows that the mean ADE for the reference disposal system meets 
the dose limit associated with the radiological risk criterion 
specified by the AECB (AECB 1987a . This limit is met even if 
the criterion were extended to 10' a after closure. Section E.2 
in Appendix E shows that these conclusions are unchanged when 
considering recent revisions to the ICRP recommendations (ICRP 
1991). 

Chemical toxicity effects (Section 6.5.3). We calculate the arithmetic average 
of the estimated concentrations of nine chemically toxic 
contaminants (Table 5-3) in different parts of the biosphere. 

Our analysis indicates that these average concentrations are far 
below existing regulations or guidelines and are much smaller 
than naturally occurring concentrations in the biosphere. We 
conclude that these contaminants would have negligible adverse 
chemical toxicity effects. 

- Protection of the environment (Section 6.5.4). W e  examine the potential 
chemical and physical effects on the environment attributed to 
the presence of the disposal vault. The focus is on the 
arithmetic averages of estimated concentrations in different 
parts of the biosphere for all contaminants released from the 
disposal vault. We compare the estimated concentrations of a 
contaminant with its corresponding environmental increments to 
identify contaminants of concern. (An environmental increment is 
a measure of the variability of concentration of a contaminant in 
the natural environment.) We conclude that only 14c and 
could exceed their envirunmer~ldl increments. However, no 
significant adverse effects are likely because estimated 
concentrations of both 14c and are very small. In parti- 
cular, estimated radiological effects on nonhuman biota would be 
insignificant. 

- Sensitivity analysis (Section 6.5.5) .  In Sect ion 6 . 5 . 5 and Sect ions E . 3 to 
E.6 in Appendix E we identify and examine the important 
parameters in the probabilistic analysis. The probabilistic 
sensitivity analysis complements the deterministic sensitivity 
analysis (Sectiur~ 6.3.3 and Sections U.5 to D.8 in Appendix D) by 
providing additional information on the effects of parameter 
uncertainty on estimates of impact. 

- Derived constraints (Section 6 .6 ) .  We examine once again potential derived 
constraints. Thfs topic fs also discussed in Section 6.2, but 
the analysis in Section 6.6 is extended to consider the effects 
of uncertainty and to examine the influence of assumed site and 
design features. 



The radiological effect of most concern in this report is the annual effec- 
tive dose equivalent, or "annual dose," to humans. It is the radiation 
dose attributed to the reference disposal system and accumulated within one 
year by a member of the critical group. It combines (Davis et al. 1993) 

- effective dose equivalent resulting from external exposure, and 

- 50-year committed effective dose equivalent resulting from the 
ingestion and inhalation of radioactive contaminants. 

The estimates of annual dose discussed in this report are based on the 1977 
recommendations of the ICRP (ICRP 1977, Davis et al. 1993). Section E.2 in 
Appendix E describes how the ADEs and radiological risk would be affected 
by the 1990 recommendations (ICRP 1991). 

The ADE is the sum of the estimated annual doses from all 68 radionuclides 
of concern (listed in Table 5-4 and discussed in Section 5.9). Tt is a 
function of time and is calculated at selected times up to lo5 a following 
vault closure. We also frequently qualify the ADE by referring to a speci- 
fic radionuclide and time; for instance, the ADE at lo4 a resulting from 
1 2 9 ~  is the annual dose that is estimated for the radionuclide 1 2 9 ~  at 
lo4 a following vault closure. 

For comparison with radiological criteria, we calculate the al-ithmetic rrlean 
(AECB 1987a) of the ADE for a set of randomly selected simulations. It is 
referred to, henceforth, as the mean ADE. We may also qualify the mean ADE 
to refer to a s ecified radionuclide and time; for example, the mean ADE F from 12'1 at 10 a is the arithmetic mean of the ADEs attributed to 12'1 at 
lo5 a from a set of randomly selected simulations. 

The mean ADE is calculated as follows. 

- For each randomly sampled simulation, we calculate the ADEs as a 
function of time, using a sufficiently large number of points to 
produce a smooth dose-time curve. However, we save only 25 
values of the ADE at 25 specified points in time to conserve 
computer storage space. Twenty-five values are saved for all 68 
radionuclides 

- The same set of 25 specified points in time is used in all ran- 
domly selected simulations. 

The saved results from the sets of simulations are then averaged to give 
the mean ADE at the 2 5  prespecified points in time. These 25 selecred 
points in time range from the time of closure of the reference disposal 
vault to lo5 a in the future. They are chosen to give acceptable plots of 
thc mean ADE against time using linear or logarithmic time-scales. 

Finally, we use terms such as maximum of the mean ADE up to lo5 a. These 
maxima may be calculated in two dffferent ways. 



If no radionuclide is specified, the "maximum of the mean ADE" is 
a maximum in the total dose for all 68 radionuclides. The value 
reported is equal to the maximum in the mean ADE at the 25 selec- 
ted points in time. For the reference disposal system, this 
maximum always occurs at lo5 a. 

If a radionuclide is specified, we calculate a different arith- 
metic average from a set of simulations. The saved results for 
each simulation include (in addition to the above 25 selected 
points) the maximum ADE observed for every radionuclide, and the 
time at which this ADE occurred. We call the average of these 
maxima ADEs the "maximum of the mean ADE resulting from 12'1" 
(for example). (We use this label because it is similar to the 
"maximum of the mean" discussed above. However, a more accurate 
label would be the "mean of the maximum ADE from 12'1." Note the 
maximum of the mean is less than or equal to the mean of the 
maxima ) . 

Figure 6-17 shows the distrihut.ion of the AnEs at lo4 a from a set of 
40 000 random1 selected simulations involving the seven radionuclides 14c, 
135~s, 12'1, 59Ni1 lo7pdI 7 9 ~ e  and "TC from used fuel. (The ADE at lo4 a 
of all other radionuclides fall within the first interval of the histo- 
gram.) This distribution of ADEs results from the combined effects of the 
uncertainties of all the parameters (described by their PDFs) used in the 
system model. The two curves in Figure 6-17 show that most estimates of 
annual dose are very small; in i acL 99.8% of the ADEs are less t.han 
9 x 10-lo Sv/a. There are only a few simulations with larger annual dose 
estimates, up to a maximum of about 3.7 x lo-* Sv/a. 

This latter observation can be compared with the discussion in AECB Regula- 
tory Document R-104 (AECB 1987a) that states "it is judged acceptable to 
allow 5% of the estimated doses to exceed a dose of 1 mSv per year to take 
account of normal statistical variations which are inherent in the probabi- 
listic assessment process." The results in Figure 6-17 show that all ADEs 
are far smaller than 1 mSv/a. 

The mean ADE at lo4 a is 1.0 x 10-11 Sv/a and would fall within the first 
interval of the histogram in Figure 6-17. Figure 6-18 shows a curve of 
mean ADE versus time. The mean is summed over ADEs from the seven radio- 
nuclides 14c1 135~s, 12'1, 5 9 ~ i ,  lo7pdr 7 9 ~ e  and "TC from used fuel. All 
other radionuclides listed in Table 5-4 (Section 5.9) do not make a signi- 
ficant contribution to the sum or to the mean ADE for times up to lo5 a. 

The dashed lines on either side of the mean ADE are the 95% confidence 
bounds on the curve. These confidence bounds (see Section A.3.5 of Appen- 
dix A) ir~dicate the Statistical degree or precision of the curve: 

- bounds formed in this way, 95 times out of 100, are expected to 
enclose the "truen value of the mean at any specific time, where 
the "true" value is the mean that would be obtained from an infi- 
nftely large population of simulations. (We also believe that 
this "true" value would be greater than the value that would 
occur if the reference disposal system were a reality because we 
have introduced many conservative assumptions in constructing its 
system model.) 
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FIGURE 6-17 : Distribution of Annual Dose Estimates at lo4 a 

These lots are based on results from 40 000 randomly selected simulations involving 4 ~ ,  3 5 ~ s ,  
1291 5BNi, Io7pd, 7 9 ~ e  and 9 9 ~ c  from used fuel. (Results from all other radionuclides in Table 5-4 
wouid fall within the first interval of the histogram.) 
The horizontal axis for the histogram uses a linear scale to lot intervals for the annual dose estimate B (ADE). The first interval ranges from 0.0 to about 0.9 x 10- Svla. The vertical axis shows the 
number of simulations having different ADEs. Note the break in the vertical axis and in the first 
interval; it makes the other intervals more visible. In fact, the height of the first interval should be 
more than 900 times larger than the second. The histogram shows a highly skewed distribution. A 
total of 39 923 simulations out of 40 000, or 99.8%, fall within the ADE range of the first interval, and 
0.2% in all other intervals. There are only a few simulations with ADEs greater than 0.9 x 1 o - ~  Svla, 
and the maximum observed value is 3.7 x lo-* Svla. 
The inset figure uses a logarithmic dose scale to illustrate better the wide range of ADEs. This 
complementary cumulative distribution function shows the number of simulations on the vertical axis 
that exceed a corresponding ADE given on the horizontal axis. It more clearly shows that only a very 
small fraction (about 0.1%) of the ADEs exceed Svla, and the majority of the ADEs are much 
smaller than 10-I SvJa. 
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FIGURE 6-18: Variation of Mean Annual Dose Estimate with Time 

These two plots show the same data but the vertical axes are linear in (a) and logarithmic in (b). In 
both plots, the horizontal line represents the annual dose of 5 x Svla associated with the AECB 
radiological risk criterion (and prescribed for times up to 1 o4 a) (AECB 1987a). The linear axis shows 
that estimated doses are very small but slowly increasing for times up to 1 o5 a. (Results extended to 
longer time-scales show a maximum in the estimated dose curve near two million years.) 
In each plot, the solid line shows the mean ADE. The dashed lines on either side of the mean ADE, 
illustrated more clearly in the circular insets, are the 95% confidence intervals based on statistical 
variation of the simulation results. At any particular time, the "true" value of the mean ADE would lie 
between the 95% confidence intervals 95 times out of 100, for the given models and data and the 
same number of simulations (Section A.3.5 in Appendix A). The "true" mean refers to the mean that 
would be obtained from an infinitely large number of simuiations. The displayed confidence intervals 
suggest that the mean ADE has been determined reiatively precisely. 



Figure 6-18 also indicates for comparison the "associated" annual dose 
limit. The associated annual dose limit is the value of dose associated 
with the radiological risk criterion set by the AECB and has a value of 
5 x Sv/a (AECB 1987a). Its value is about 2% of the annual dose that 
residents of the Canadian Shield receive now from environmental sources of 
radiation. 

From Figure 6-18, it is clear that the mean ADE is much less than the asso- 
ciated dose limit over the entire time of the simulations, lo5 a. I n  par- 
ticular, at lo4 a the mean ADE is only 1.0 x 10-11 Sv/a, more than six 
million times smaller. It is smaller still at times before lo4 a. 

We can also calculate the conditional risk for the SYVAC scenarios, follow- 
the radiological risk equation defined by the AECB (AECB 1987a). At 
a, it is equal to the product of 1.0 x lo-'' Sv/a and 2 x fatal 

cancers and serious genetic effects per sievert ( A u C B  1987a), or about 
2 x 10-l3 fatal cancers and serious genetic effects per year. The condi- 
tional risk is thus more than six million times smaller than the risk 
limit. The risk limit itself is a small value, a probability of one in a 
million of a serious health effect per year (AECB 1987a). 

Moreover, this risk applies to a small and select group of people. They 
are the members of the critical group whose characteristics are chosen such 
that they would be most at risk. The risk to an individual in any other 
group of people would be considerably smaller. 

The estimated confidence bounds in Figure 6-18 provide strong evidence to 
support the conclusion that mean ADEs from the SYVAC3-CC3 model for the 
reference disposal system would meet the associated annual dose limit of 
5 x Sv/a for times up to lo4 a, and even for times up to l o 5  a. Sta- 
tistically, there remains a small possibility that large ADEs could be 
calculated using SYVAC3-CC3. As discussed in Appendix C, an annual dose at 
or above 1 Sv/a is in the nonstochastic range, where serious health effects 
are likely to occur (ICRP 1993). If these large-dose estimates are encoun- 
tered with sufficient frequency, it is possible that the mean ADE could 
exceed the dose associated with the radiological risk criterion. However, 
we observe that 

- No large annual doses are observed in any simulation performed 
with SYVAC3-CC3, including 

40 000 randomly sampled simulations performed for the seven 
radionuclides (14C, 135~s, 12'1, 59~i, '07pd, 7 9 ~ e  and 9 9 ~ c  
from used fuel) expected to be the major contributors to dose; 

2000 randomly sampled sirnulaLivrls p e r l u n [ ~ e d  L o r .  dl1 uL11er- 
radionuclides; 

tens of thousands of simulations used for sensitivity analysis 
(fncluding deterministic and probabilistic sensitivity analy- 
sis using extreme values for the fractional factorial 
designs) ; 

tens of thousands of sfmulations using modified models and 
data to evaluate derived criteria; and 



a small set of simulations undertaken to search for the worst- 
case simulation. 

All observed annual doses are below 1 Sv/a at all times in all 
simulations. The largest observed ADE in the 40 000 randomly 
sampled simulations is about 3.7 x lo-' Sv/a for times up to 
lo4 a; it is shown as the single simulation on the large-dose 
side of Figure 6-17. For times up to lo5 a, the largest ADE in 
the 40 000 simulations is about 2.9 x Sv/a. These results 
suggest that serious health effects are extremely unlikely. 

- With 40 000 simulations, we can estimate an upper limit of the 
probability that annual doses greater than 2.9 x Sv/a might 
occur in subsequent results from SYVAC3-CC3. It is, with a 95% 
confidence bound, about 0.000075 (Andres 1986). That is, annual 
doses in excess of 2.9 x Sv/a have a (statistical) probabi- 
lity of occurrence of less than one in 13 000 with a confidence 
bound of 95%, for the reference disposal system. 

If the probability of occurrence of large annual doses (greater than 
1 Sv/a) is less than one in a million, then it follows that they would not 
cause the conditional risk (based on the AECB risk equation) to exceed a 
risk limit ot one in a million. We could demonstrate statistically that 
this is the case for the reference disposal system by conducting more simu- 
lations. In principle, to establish a risk of no more than one chance in a 
million of a serious health effect (at the 95% confidence level), more than 
three million simulations would be required (Andres 1986). 

While we could perform and analyze three million simulations using avail- 
able computers, we believe it is not necessary. The analysis of a large 
number of simulations is strictly a statistical requirement that. does not 
take advantage of the information that is available on the nature of the 
system model of the reference disposal system. This information is 
detailed and extensive, including studies during the development. and test- 
ing of the system model and studies for the deterministic and probabilistic 
sensitivity analyses. On the basis of all information now available, we 
believe that there is no feasible and realistic combination of parameter 
values for the reference disposal system that would give rise to a large 
annual dose for times up to lo5 a. 

We obtain more information on the expected behaviour of the reference dis- 
posal system by examining the results of all the randomly sampled simula- 
tions. k'or instance, SYVAC3-CC3 calculates and stores the ADEs for each 
simulated radionuclide, and we can use the results to identify the main 
contributors to the mean ADE. (This is a preliminary type of sensitivity 
analysis. ) The results show that only two radionuclides, and 14c, 
make significant contributions to the mean ADE in all randomly sampled 
simulations at any time up to lo5 a. Moreover, 12'1 is clearly the domi- 
nant contributor. (In Section 8.2.6, we note that recent data for 14c 
would considerably reduce its contributions to the mean ADE.) A similar 
observation is described in Section 6.3, pertaining to the annual dose 
estimated for the median-value simulation. 



We have confirmed the dominance of 1 2 9 ~  and 14c through further examination 
of results. For example, we have examined the ADEs for all radionuclides 
in all randomly sampled simulations. We searched for instances where, at 
any of the 25 specified time points, the ADE for a radionuclide exceeds 1% 
of the total ADE resulting from 14c and 1 2 9 ~  from used fuel. This occurred 
in a total of just four simulations. Of these, three simulations involved 
14c from Zircaloy and one involved 3 9 ~ r  from used fuel. The largest con- 
tribution was just 1.3% of the total dose, from 14c (Zircaloy) in one of 
the four simulations. Finally, we also conducted a similar examination of 
the simulations performed for the design constraint sensitivity analysis 
and note that "TC from used fuel occasionally has a large ADE (but only 
for some simulations described in Section 6.6 and Section E.8 in Appendix 
E, in which contaminant transport avoids the backfill from vault rooms 
located above and to the right of fracture zone LD1). 

Figure 6-19 shows the mean ADEs resulting from 14c and 12'1 as a function 
of time. The mean ADE for a radionuclide is calculated by averaging values 
for all randomly sampled simulations involving that particular radionuc- 
lide. Contributions from only two nuclides are large enough to be visible 
in the plots. Table 6-7 provides additional information. It shows the 
maximum value, over lo5 a, of the mean ADE. Iodine-129 from used fuel 
clearly has the largest maximum: its mean maximum ADE of 1.4 x Sv/a 
occurs at lo5 a. (Simulations using SYVAC3-CC3 extended to longer time- 
scales that show estimated doses from 1 2 9 ~  would attain a global maximum 
near 2 x lo6 a.) The next largest value is due to 14c from used fuel: its 
mean maximum ADE is 1.4 x Sv/a and occurs near 4 x lo4 a. For any 
other radionuclide in Table 5-4 (Section 5.9), the maximum of its mean ADE 
is less than and, generally, much less than, 10-lo Sv/a. For instance, the 
third largest contributor to total dose is 14c from Zircaloy, and the maxi- 
mum of its mean ADE is 9 x 10-l2 Sv/a. 

These mean nuclide ADEs are extremely small in comparison with the dose 
limit associated with the radiological risk criterion even when considering 
the criterion at lo5 a. The largest mean ADE, from 12'1, is less than 
about 1.4 x Sv/a for all times up to lo5 a. From the AECB risk equa- 
tion (AECB 1987a), this value corresponds to a conditional risk of about 
one in forty million of a serious health effect for times up to 10' a (the 
risk at lo4 a is about 2 x 10-l3 serious health effects per year, and the 
risk at earlier times is even smaller). Serious health effects from natu- 
ral background radiation would be more than 2000 times more likely. The 
ADEs and risks from all other nuclides are much smaller. 

'l'hese studies confirm our conclusion that, for the disposdl systerrl studied 
in this postclosure assessment, and 14c are the only significant con- 
tributors to the mean ADE for times up to lo5 a. Similar conclusions were 
reached in earlier assessment<; for instance, Wuschke et al. (1985) 
reported that, for times up to lo5 a, the major contributor to maximum 
annual dose equivalent was 12'1, whereas 14c was a minor contributor, and 
"TC and all other radionuclides made very small or insignificant contribu- 
tions. 
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FIGURE 6-19: Variation w i t h  Time of Mean Annual Dose Estimate Attributed to 
Different Radionuclides. 

Each curve shows the average, over 40 000 randomly sampled simulations, of the annual dose 
estimate (ADE) for the indicated radionuclide. Parts (a) and (b) show the same data but use different 
vertical axes. In both parts, the horizontal line represents the annual dose of 5 x Svla associated 
with the AECB radiological risk criterion (AECB 1987a). 

- For the linear vertical axis in part (a), only ADEs from 1291 are large enough to rise above the 
horizontal axis, and the effect is only obvious after about 5 x 1 o4 a. 

- The logarithmic vertical axis in part (b) exhibits a much wider range of estimated doses and 
shows curves for both '*'I and 4 ~ .  The mean ADE from 1 4 ~  reaches a maximum near 
4 x 1 o4 a because radioactive decay is effective in reducing the amount of 4~ that could 
arrive at the biosphere at later times. 

Although a total of 68 radionuclides (Table 5-4) is examined, only I4c and 1291 from the used-fuel 
matrix are shown here because the ADEs from all other radionuclides are less (and generally much 
less) than 10-I Sv/a for all times up to lo5 a. 



Radio- Maximum up to lo5 a Time of 
nuclide of the Mean Annual Nuclide Dose maximum 

( -/a (a) 

12gI 1.4 x 
14c 1.4 x 

All other nuclides <1 x 10-lo 
listed in Table 5-4 

t 

Onl two nuclides make significant contributions to mean annual dose estimate (ADE) over 2 10 a: 291 and 4 ~ ,  both from the used-fuel matrix. The contribution from 2 9 ~  is several 
orders of magnitude greater than that from 4 ~ ,  whlch In turn has contrlbutions many orders of 
magnitude greater than any other radionuclide. (More recent data for would lead to a 
significantly smaller contribution than that reported here whereas contributions from 3% may 
be significant; see Section 8.2.6). Iodine-129 has a relatively long half-life (1.59 x lo7 a), and 
its ADEs reach a maximum at 1 o5 a (the time limit of the simulations) because of the slow 
movement of iodine from the vault to the biosphere. Carbon-14, with a much shorter half-life 
(5730 a), shows a peak ADE near 4 x 1 o4 a because of its slow movement and radioactive 
decay. All other nuclides had mean ADEs that are many orders of magnitude smaller than 
1 x 10-I Svla. and most would have a time of maximum of 1 o5 a. (Note the reported time of 
maximum cannot exceed lo5 a because these simulations were performed only to lo5 a.) 

In light of the above observations, it is instructive to examine the char- 
acteristics of 1 2 9 ~  and 14c to determine why their estimated radiation 
doses are dominant. We observe that these radionuclides have several 
important properties in common: 

Iodine- 129 and 14c both have relatively long half -lives 
(1.59 x 107 and 5730 a respectively). They are also mobile and 
are, therefore, transported relatively quickly (compared with 
contaminants that tend to sorb) from the vault to the biosphere. 
A significant fraction of their inventories are instantly 
released, and thus are available for transport at the instant of 
container failure (Johnson et al. 1994b). Recent results indi- 
cate that the instant-release fraction for i 4C is 1 to 2 orders 
of magnitude smaller (Johnson et al. 1994b), so that its impacts 
reported in this postclosure assessment are greatly overesti- 
mated; see also Section 8.2.6) Finally, both radionuclides are 
relatively abundant in used fuel. 



In contrast, we observe that 

- Tritium ( 3 ~ )  is instantly released and is mobile but it has a 
half-life of only 12.35 a. It virtually disappears because of 
radioactive decay before it could reach the biosphere. 

Cesium-135 has a relatively long half-life (2.3 x lo6 a), and up 
to 25% of its inventory may be released from the used-fuel waste 
matrix at the instant of container failure (Johnson et al. 
1994b). However, cesium is strongly sorbed onto the engineered 
barriers in the vault and onto many minerals in the surrounding 
rock. Thus 135~s is relatively immobile and does not reach the 
biosphere in appreciable quantities for times up to lo5 a. 

Uranium-238 has a long half-life (4.5 x 10' a), but it is rela- 
tively immobile. As discussed in Section 6.3.3, most of the 2 3 8 ~  
remains bound within the used-fuel matrix and any released 2 3 8 ~  
is sorbed onto the buffer, backfill and rock surrounding the 
vault, for times up to lo5 a. 

Krypton-81, a long-lived (2.1 x lo5 a) radioactive isotope of a 
noble gas, is also instantly released from the used-fuel waste 
matrix and is mobile. Krypton-81, however, has a small inventory 
in used fuel. Moreover, the noble gases are not highly radio- 
toxic because they do not accumulate in biota. Radiation doses 
from *lKr (and 3 9 ~ r  and 8 5 ~ r )  would be caused a11nvsL er~Lirely by 
external exposure, a much less significant exposure pathway than 
internal exposure. 

Sensitivity analyses described in Section 6.5.5 provide more discussion on 
the important characteristics of and 14c. 

6.5.3 Chemical Toxicity Effects 

In this section, we examine the potential harm to the critical group from 
rlirle chelr~ically Loxic co~ltarnindrlts irl the used fuel and Zircdloy waste 
matrices: antimony, bromine, cadmium, cesium, chromium, molybdenum, sama- 
rium, selenium and technetium. 

The magnitude of potential effects generally depends on contaminant concen- 
trations in water, soil and air of the geosphere. The characteristics of 
the system model are such that the greatest concentrations of contaminants 
would be restricted to a small region of the biosphere in the vicinity of 
the critical group. This region includes the four discharge zones from the 
disposal vault (three to surface waters and wetlands with a small terres- 
Lridl cul~~pur~eriL drld Llle fuurLh Lu the well) arld the ga~den, Lorage field, 
woodlot and peat bog used by the critical group. 

The results indicate that estimated concentrations are very small in the 
biosphere for all simulations. Thus we have condensed the results by 
reporting only the mean values of the maximum concentrations that were 
estimated for times up to lo5 a. That is, for each simulation, we first 
select the maximum concentratfon for a contaminant observed for times up to 
lo5 a. We then calculate the arithmetic mean of these maximum concentra- 
tions. 



Table 6-8 shows the results for garden soil, well water and indoor air 
(mean of maximum concentrations are smaller in the soils of other fields, 
in lake water and in outdoor air). Bromine has the reatest estimated 
concentrations: 3 x mol/kg soil, 2 x 10" mol/m3 water, and 
2 x 10-l6 mol/m3 air. The next highest concentrations, for antimony, are 
orders of magnitude smaller. Estimated concentrations of the other seven 
chemically toxic elements are less than (mol/kg of soil and mol/m3 of 
air and water). 

We conclude that there would be no measurable harm to the critical group 
from the estimated releases of bromine and antimony for several reasons. 

- Their estimated concentrations are many orders of magnitude below 
existing environmental regulations. For example, limits on con- 
centrations in water set by Health and Welfare Canada 1989) (see 
also McNeely et al. 1979) are approximately 1 ~ - ~  mol/m4 tor bro- 
mine and mol/m3 for antimony. 

Thcir cstimatcd concentrations arc also far below concentrations 
of bromine and antimony normally found in the environment. For 
instance, Bowen (1979) cites median concentrations for bromine of 
1 x mol/kg soil and 2 x mol/m3 fresh water. Amiro 
(1992a) notes these same values are typical background concentra- 
tions of bromine in soil and water on the Canadian Shield. Thus 
median concentrations of bromine in the environment are lo5 times 
or more greater than estimated mean concentrations for bromine 
from the disposal vault. For antimony, median concentrations are 
1 x mol/kg soil and 2 x mol/m3 fresh water (Bowen 1979) 
and background concentrations on the Canadian Shield are 
2 x mol/kg soil and 8 x lo-* mol/m3 water (Amiro 1992a). A 
soil cleanup level for antimony is 20 mg (2 x lo-' mol)/kg soil 
(Government of Ontario 1989). Thus environmental concentrations 
of antimony are also many orders of magnitude greater than its 
estimated mean concentrations from the disposal vault. 

- Their estimated concentrations In the environment would not lead 
to unacceptable ingestion levels. For example, a simple estimate 
of intake levels allows that members of the critical group drink 
two litres of water per day. If their drinking water was con- 
taminated well water, their intake of bromine would be 
3 x lo-'' g/day. We can then compare this estimated level of 
intake with toxicity intake data. Bowen (1979) reports a value 
of 3 g/day for bromine, or 10 orders of magnitude greater than 
the above estimate. Thus the ingestion of bromine attributed to 
the reference disposal vault would be far below toxic intake 
levels. Similar results are obtained for all other elements 
based on toxicity intake data from a number of sources. (One 
such source we examined is a risk assessment computer program 
(HRI 1993) whose data includes carcinogenic oral slope data and 
reference dose data from the U.S. Environmental Protection Agency 
databases "Integrated Risk Information System" and "Health 
Effects Assessment Summary Tables".) 



TABLE 6-8 

ESTIMATED CONCENTRATIONS* OF CHEMICALLY TOXIC CONTAMINANTS 

IN THE BIOSPHERE 

Mean of the Maximum Estimated Concentration, 
Contaminant Up to lo5 a in 

Garden Soil Well Water Indoor Air 
(mol/kg (mol/m3 ) ( rnol/rn3 ) 

Antimony 
Bromine 
Cadmium 
Cesium 
Chromium 
Molybdenum 
Samarium 
Selenium 
Technetium 

* 
The above data are arithmetic averages, taken over all simulations, of maximum (to 1 o5 a) 
estimated concentrations in garden 38il, well water and indoor air. Only antimony and 
bromine have values exceeding 10- . 

We also conclude that there would be no significant risk to the critical 
group attributed to the other seven chemically Lvxic elements. For six of 
these elements, mean concentrations are far below regulatory guidelines, 
where such guidelines exist, and far below typical concentrations that 
would be expected on the Canadian Shield. Their estimated intake levels 
are much smaller than their corresponding toxicity intake data. 

The remaining element is technetium; it is of special interest because it 
does not have any stable isotopes. Its concentrations in the natural envi- 
ronment are extremely small: about 10-l3 mol/kg in soil and 10-16 mol/m3 in 
surface water (Amiro 1992a). (Bowen (1979) reports values as high as 
10-l3 mol/m3 in rain water.) These values are much larger than the estima- 
ted concentrations of technetium. In addition, Coffey et al. (1984) sug- 
gest that the chemical toxicity hazard from technetium is similar to that 
of manganese. If this is the case, then the estimated concentrations for 
technetium would be far too small to cause any significant chemical toxi- 
city effect. 

We conclude that the chemically toxic elements from the disposal vault 
would not lead to significant chemical toxicity effects to members of the 
critical group. In fact, their estimated levels of contamination are so 
small that it would be impossible to infer the presence of a vault using 
the most sensitive of chemical and physical tests that are available today. 



In this section, we examine potential long-term impacts of the reference 
disposal system on the environment that result from the presence of the 
reference disposal vault. As discussed below, however, we expect that the 
effects would tall within existing (and assumed) environmental regulations 
and that the effects would be smaller than those now accepted for protec- 
tion of the environment. 

We first examine three potential postclosure impacts associated with con- 
struction of the reference disposal vault. 

- Impact ofExcavated Rock. The excavated rock produced during 
construction of the vault may be left exposed on the surface. 
This rock will be subjected to natural weathering processes and 
could release potential contaminants to the environment. 

The composition of the excavated rock would be similar to that of 
other rock and overburden exposed on the Canadian Shield. Thus 
the same types of contaminants would be released as are currently 
found on the Canadian Shield. An analysis of the short-term 
effects of this material is discussed in the primary reference 
for the preclosure assessment (Grondin et al. 1994), and it con- 
cludes that there would be no unacceptable toxic releases. A 
similar conclusion applies for times up to lo4 a and longer, 
assuming the continued processes ot slow, natural, weathering. 
(Note that the excavated rock should not be compared with tail- 
ings associated with the extraction of ores from mines because 
such ores are often found in association with significant quanti- 
ties of reactive minerals, such as sulphides and arsenides.) 

- Impact of Residues from Explosives. Groundwaters discharged to the 
biosphere may be enriched in nitrates from explosives used to 
excavate the vault. 

These materials will be discharged at a greater rate during the 
construction and operation stages, and their discharges would be 
closely monitored to ensure compliance with all environmental 
regulations. We believe that any potential effects after closure 
of the vault would be negligible because there would be no pump- 
ing of infiltrated water from the sealed vault and because natu- 
ral discharges of water would be small once the vault has been 
backfilled and sealed. 

- Impact of Surface Temperature Rise. The radioactive material in the 
reference disposal vault will continue to release energy for 
thousands of years and could elevate the temperature of the 
surface environment. 

Estimates of energy flows, including consideration of natural 
ground heat fluxes, indicate that the temperature rise at the 
surface, attributed to the disposal vault, would be much less 
than 1°C (Amiro 1992~). Thfs very small temperature rise would 
have no significant effect on the environment. 



We conclude that these potential long-term impacts are of no further con- 
cern for the postclosure assessment of the reference disposal system. 

Other potential impacts are associated with the potential release of con- 
taminants from the disposal vault. In the discussion that follows, we 
identify all the contaminants that might signiticantly increase typical 
background concentrations found on the Canadian Shield. We then draw some 
conclusions about the potential effects on the environment, including 
radiological effects on nonhuman biota. 

6.5.4.1 Contaminants Reaching the Environment 

We consider the 68 radionuclides and nine chemically toxic elements listed 
in Tables 5-3 and 5-4 (Section 5.9). The results of the probabilistic 
simulations show that their estimated concentrations in all the parts of 
the biosphere used by the critical group are extremely small. Therefore, 
we have summarized the results in the same manner as in Section 6.5.3, and 
we examine the mean values of the maximum estimated concentrations, where 
thc maxima arc over times up to lo5 a following closure of the vault. 

We assume that no further consideration is warranted for contaminants whose 
estimated concentrations are less than the extremely small values of 
mol/kg dry soil and mol/m3 water or air. Table 6-9 summarizes the 
results and notes that only five contaminants have values greater than 

(mol/kg dry soil or mol/m3 water or air) : 

Of the 68 radionuclides, 1 2 9 ~  has the largest estimated concen- 
trations. The means of its maximum estimated concentrations are 
2 x mol/kg dry soil, 4 x lo-' rnol/rn3 water, and 
5 x 10-l4 mol/m3 air. The estimated concentrations amount to 
less than one art per billion by weight in these media for all 
times up to 10' a. 

- The radionuclide with the second largest estimated concentrations 
is 14c from used fuel; its concentrations are at least 4 orders 
of magnitude smaller that those for 12'1. Concentrations of all 
other radionuclides are many orders of magnitude smaller that 
those for 12'1. 

- Of the chemically toxic contaminants, bromine has the largest 
estimated concentrations. The means of its maximum estimated 
concentrations are 3 x mol/kg dry soil, 2 x lo-' mol/m3 
water, and 2 x 10-l6 mol/m3 air. The other chemically toxic 
contaminants have much smaller concentrations. 

These estimated concentrations apply to the small region of the biosphere 
occupied by the critical group and other biota. To evaluate their poten- 
tial to cause environmental impacts, we require established and quantita- 
tive regulations or other guidelines f u r  p~ulection of the envlronment. 
Such regulations and guidelines are not generally available. Thus we have 
assumed criteria we believe can be used in a rigorous and demanding test to 
identify contaminants that could have significant impact-s. The criteria 
and test, outlfned below, are documented in more detail by Amiro (1992a, 
1993) and Davis et al. (1993). 



Mean of 
Maximum Estimated Environmental 

Contaminant Medium * * Concentration * * * 
Increment 

Antimony soil 2 x 1 0 - l ~  mg/kg 0.2 mg/kg 
Water 1 x m g / ~  1 x mg/L 

Bromine Soil 2 x mg/kg 2 mg/kg 
Water 2 x m g / ~  1 x lo-' m g / ~  
Air 2 x mol/m3 

l4 c soil 
Water 
Air 

14c z soil 
Water 

12gI Soil 

Water 
Air 

Results have been examined for all the contaminants listed in Tables 5-3 and 5-4 (Section 
5.9), but the estimated concentrations for all but the five listed are less than mollkg 
d soil and 1 0-20 mol/m3 air or water. Those listed are from the used-fuel matrix, except 

** 17C Z which is from the Zircaloy matrix. 
SYVAC3-CC3 calculates concentrations in units of mollkg dry soil and mol/m3 water or air. 
The concentrations reported here have been converted to the units required for comparison 
with environmental increments. The data shown are arithmetic averages of maximum (for 
times up to 1 o5 a) estimated concentrations for the reference disposal system in garden 
soil, well water and indoor air used by the critical group and other biota. (Concentrations in 
other soils, in lake water and in outdoor air are smaller.) The means are calculated from a 
set of 9000 randomly sampled simulations for 1291 and 14c and a set of 1000 simulations 

*** for all other contaminants. 
Environmental increments (defined in the text) are for the soil and water compartments of 
the biosphere (Amiro 1993, 1992a). The environmental increments for 4~ depend on the 
stable carbon content in the environment (Amiro (1 993). The values reported here use 
typical values for stable carbon in soil and water: 9.3 g stable carbonlkg dry soil (a 
conservative minimum value) and 15.1 mg stable carbonll water (taken from McKee and 
Rowsell (1 984)). 



The assumed criteria involve background (or baseline) concentrations of 
radionuclides and chemically toxic elements that currently exist on the 
Canadian Sliield. The LesL ir~vulves a corr~parison of these background con- 
centrations with our estimated concentrations of radioactive and chemically 
toxic contaminants. We assume that a contaminant from the disposal faci- 
lity would not harm the environment if its estimated concentration falls 
within a measure of the variability of its background concentration in the 
natural environment (Amiro 1992a, 1993; Amiro and Zach 1993). This measure 
of variability is referred to as the environmental increment: 

The Environmental Increment (EI) value is the addi- 
tional amount of nuclide that can be added to the back- 
y ~ u u r ~ c l  level without exceeding the natural, local, 
spatial variation in concentration. This value is 
sufficiently stringent so that if the additional con- 
t-rihution from a vault is less than this, the presence 
of an underground vault would not likely cause detec- 
table environmental effects (Amiro 1992a). 

For example, concentrations of bromine in soils on the Canadian Shield 
typically vary between 5 and 40 mg/kg, with an average background concen- 
tration of about 10 mg/kg and a standard deviation of 2 mg/kg. On the 
basis of these data, we take its environmental increment to be 2 mg/kg 
(Amiro 1992a). Our estimated concentration of bromine is 2 x lo-* mg/kg, 
or 4 orders of magnitude smaller. Similar observations apply to bromine 
concentrations in water. Thus we conclude that bromine associated with 
discharges from the reference disposal vault would have no detectable 
environmental impacts. 

Table 6-9 includes environmental increments for the five contaminants of 
concern. (Environmental increment data for air are not available for most 
contaminants. We assume that the missing data would not affect our conclu- 
sions because estimated concentrations in air are linked to and proportion- 
ally smaller than estimated concentrations in soil and water). Comparison 
of the environmental increments with estimated concentrations shows that, 
for all 68 radionuclides and nine chemically toxic elements listcd in 
Tables 5-3 and 5-4, only two contaminants exceed their environmental incre- 
ments for soil or water (even when considering estimated concent.rations 
that are less than mol/kg dry soil or mol/m3 water). 

- Carbon-14 exceeds (or equals) its environmental increments for 
soil and for well water (but not for surface waters because esti- 
mated maximum concentrations in lake water are orders of magni- 
tude smaller than estimated concentrations in well water). Most 
of the 14c in the environment is produced naturally by cosmic ray 
interactions with atmospheric nitrogen. 

Iodine-129 also exceeds its environmental increments for both 
soil and water. This radionuclide exists in extremely small 
quantities in the environment, and it arises from reactions 
between cosmic rays and the atmosphere, from natural fission and 
from testing of nuclear weapons. 



Because 14c and 1 2 9 ~  exceed their environmental increments, we examine 
further their potential effects in soil and water. We evaluate both their 
chemical toxicity and their radiotoxicity effects in the following para- 
graphs. The next section presents a more detailed consideration of poten- 
tial effects on nonhuman biota. 

Chemical toxicit effects from 12'1 are implausible because increased con- 
centrations of '"1 from the disposal vault are negligible when compared to 
existing concentrations of iodine in the environment. Iodine (principally 
as the stable isotope 127~) is relatively ubiquitous in the biosphere; 
Bowen (1979) cites a median concentration of 4 x mol/kg dry soil, 
which is about 5 orders of magnitude greater than the maximum estimated 
concentration of 1 2 9 ~  in soil (Table 6-9). 

Chemical toxicity effects from 14c are not credible. Carbon is generally 
not regarded as a chemically toxic element; in fact, it is an esserlLid1 
nutrient required by all biota. Even if carbon were chemically toxic, it 
is already more abundant (as the stable isotope, 12c) in the environment 
than it would ever be from the disposal vault. 

Radiological effects attributed to 14c and are also insignificant. 
Section 6.5.2 notes that the ADEs to an individual of the critical group 
from these two radionuclides are much smaller than the total annual dose 
arising from natural sources of radiation for all times up to lo5 a. 
Although these estimated doses pertain to the critical group, we are not 
aware of any other biota that are likely to sulfer significant adverse 
effects because of increased food-chain transfer or susceptibility to radi- 
ation from 14c or (see, for example, ICRP (1977) ; Meyers (1989) and 
Zach et al. (1991)). We provide more support for this conclusion in the 
discussion in Section 6.5.4.2. 

We, therefore, conclude that there would be no significant adverse effects 
on the environment from the small concentrations of 14c and 12'1 (and all 
other contaminants) potentially released from the disposal vault. 

6.5.4.2 Radiological Effects on Nonhuman Biota 

In this section, we consider in some detail estimates of the potential 
radiological effects on nonhuman biota. In radiation protection practice, 
it is generally accepted that protection of human individuals will implic- 
itly protect populations of other species. However, we recognize that some 
organisms could be more exposed than humans because of their different 
habitat and behaviour. 

We have performed an analysis for four generic target organisms (Sec- 
tion 5.6.2.8): a plant, a mammal, a bird and a fish (Amlro and zach 1993). 
The characteristics, habitat and resource utilization of these organisms 
are defined to be representative of a wider range of organisms frequenting 
the Canadian Shield. 

We consider only the effects of three radionuclides. The first two are 
1 2 9 ~  and 14c, the radionuclides with the largest estimated concentrations 
anywhere in the biosphere. We also consider "Tc. Although "Tc does not 
exceed its environmental increments for the reference disposal system, it 



has been identified as a potential contributor to dose in some sensitivity 
analysis studies (notably in those simulations in Section 6.6, where the 
backflll Is not In the contaminant transport pathway). (Amiro (199Za 
cftes environmental increments of about 10-l4 mol/kg in soil and 10 - 1.2 

mol/m3 in surface water for "TC, arising from the testing of nuclear 
weapons and the nuclear fuel cycle.) 

The results for the reference disposal system show that estimated annual 
doses to the target organisms are very small. Thus we have summarized the 
results as before and report the mean value of the maximum ADEs for times 
up to lo5 a. That is, for each of 1000 simulations, we first select the 
maximum estimated dose for each target organism and radionuclide. We then 
calculate the arithmetic average of these maxima. Table 6-10 shows the 
mean value of the maximum ADE to the four target organisms. For each orga- 
nism, the estimates are small, less than Gy/a, over the entire simula- 
tion period of lo5 a. For all simulations, 1 2 9 ~  consistently reaches its 
maximum dose at 1 x lo5 a, whereas 14c reaches its maximum at times as 
early as 3 x lo4 a, and the time is slightly different for different path- 
ways. 

The estimates of the total annual dose from 14c, 12'1 and "TC in 
Table 6-10 are evaluated further, to determine whether they would likely 
cause detrimental effects. A methodology to convert radiation dose to risk 
has not been developed to encompass a wide range of plants and animals 
(such a methodology exists thus far only for humans). Therefore, we evalu- 
ate the estimated effects in the context of a large number of scientific 
studies that have investigated the effects of radiation exposure on plants 
and animals. 

We use data from studies of the effects of chronic irradiation. The most 
relevant scientific studies are those carried out in natural systems 
involving plant and animal populations on the Canadian Shield. Some obser- 
vations of the effects of chronic irradiation are summarized in Table 6-11. 
Of these, a bird population studied by Zach and Mayoh (1986) appears to be 
one of the most sensitive populations. The results in Table 6-11 suggest 
that radiation doses of about 1 Cy/a can be tolerated by a wide range of 
organisms of the Canadian Shield. 

Rose (1992) reviewed much of the scientific literature on the effects of 
ionizing radiation on nonhuman biota and concludes that a dose of 1 Gy/a 
causes some minor, subtle effects on several groups of plants and animals. 
An expert International Atomic Energy Agency committee (IAEA) believes that 
there is no convincing evidence in the scientific literature that dose 
rates less than about 0.4 Gy/a will harm plant or animal populations (IAEA 
1992). 

Plants and animals (and humans) thrive in radiation fields that have always 
existed in nature, and it is reasonable to assume that these natural back- 
ground doses do not cause unacceptable environmental effects. Total dose 
from natural, external sources is typically about 7 x Gy/a in Canada 
(Health and Welfare Canada 1986). Plants and animals, however, experience 
larger doses through processes such as root uptake, ingestion and inhala- 
tion of natural radionuclides. For example, total annual dose from natural 
sources for fish range up to 3 x Gy/a (IAEA 1976). 



TABLE 6-1Q 

EI* 

Nuclide ~ean** of the Maximum Annual Doses (Gy/a) 
up to 105 a to 

Plant Fish Mamma 1 Bird 

"TC 2 10-l5 1 x 10-16 1 x 10-16 3 x 10-16 

Total 4 x 10-6 2 10-5 1 10-5 5 

* 
The four organisms are chosen to have generic properties, and we assume they are located 
in the potentially most contaminated parts of the discharge areas for the reference disposal 
system. Pathways considered are those that contribute to the internal and external doses 
(but excluding inhalation). 
The values reported are based on 1000 randomly sampled simulations; the means are 
arithmetic averages of the maximum (to 1 o5 a) estimated annual dose from each simulation. 
The units of annual dose are gray per year (Gyla). (This unit differs from the unit of dose for 
humans, Svla, b a dimensionless radiation quality factor. This factor has a value of unity for 
29~, 4~ and 9JTc.) 

Table 6-12 summarizes the potential effects from various environmental dose 
rates delivered as chronic exposures over long time periods. Annual doses 
near 10 Gy/a have noticeable effects on some organisms; however, dose rates 
less than Gy/a have not been associated with any detectable biological 
effects. It is unlikely that total background dose rates in the range 
to 10-I Gy/a will cause unacceptable effects. Therefore, we assume that 
protection of the environment from radiological effects will be assured if 
the estimated dose rates are below the lower range of background, or 
los3 Gy/a (Amiro and Zach 1993). 

The estimates in Table 6-10 are clearly smaller than lop3 Gy/a: the largest 
estimate is only 5% of this lower range of background does rates. Moreover, 
our estimates of doses to these four generic target organisms are based on 
many conservative assumptions (Davis et al. 1993). Therefore, we conclude 
that there would be no significant radiological cffccts to nonhuman biota. 

6.5.5 Sensitivitv Analvsis of the Probabilistic Results 

6.5.5.1 Description of the Method used 

In thfs section, we focus on sensftivfty analysis of the results from the 
probabilistic assessment. The two objectives are 

- to identify all important parameters for the system model, and 



TABLE 6 -11 

EFFECTS O F  CHKONlC KADIATION ON NONHUMAN BIOTA OF THE CANADIAN SHIETID 

Absorbed Dose 
( G Y / ~  Effect 

Less than 0 . 0 5  No effects on breeding tree swallows (Zach et al. 1993) 

Greater than 0 . 7  No direct effects on the two bird species studied, but 
birds did not breed (Zach and Mayoh 1982) 

Less than 0.9 No effect on trees, which are more sensitive than other 
plants (Amiro and Dugle 1985, Dugle 1986) 

Less than 3.5 No effect on aquatic organisms (NRCC 1983) 

No genetic effect and no detectable ecological stresses 
in meadow voles (Ross 1984, 1986; Mihok et al. 1985) 

Less than 9 Effects on some tree species (Arniro and Dugle 1985), 
depressed growth of balsam fir, one of the most sensi- 
tive tree species (Dugle 1986) 

Greater than 40 Decrease in forest canopy cover; many herbaceous plants 
thrived and some species experienced enhanced growth 
because of the elimination of competing species (Amiro 
and Dugle 1985) 

Depressed hatching success and growth of tree swallow 
nestlings (Zach and Mayoh 1986) 

- to describe and explain the effects of these parameters on key 
results of the model calculations. 

The sensitivity analysis described in Section 6.3.3 and Sections D.5 to D.8 
in Appendix D identifies important parameters and describes their effects, 
but it is focussed on studies of the median-value simulation. This deter- 
ministic sensitivity analysis is equivalent to determining a partial deri- 
vative of an output variable with respect to a s i r l y l e  input parameter, and 
it permits the observation of many subtle effects and interactions and the 
illustration of these effects using simple plots. Similar subtle effects 
and interactions are generally not readily observed in sensitivity analysis 
of the probabilistic results because of the wide range of parameter values 
that contribute to the results. 

The probabilistic sensitivity analysis is approximately equivalent to eval- 
uating the average effect (and not a parrial derivative) of changing one 
parameter when all the other parameters are simultaneously free to vary 



TABLE 6-12 

SUMMARY OF EFFECTS OF CHRONIC RADIATION DOSE RATES 

TOA * 

Dose Rate Range and Comments 
( Gy/a ) 

X 

x Significantly below background 
x dose rates; effects are unlikely 
x and not detectable 
X 

X 

XX 

x Range of natural background dose 
x rates to a wide variety of plants 
x and animals 
XX 

X 

x Potential subtle, chronic effects 
XX 

x Some organisms affected; effects 
x increase with increasing dose rate 
X 

* 
These data summarize our conclusions on potential consequences from various dose rates 
to plants and animals, delivered as chronic exposures over long time periods. The data 
indicate no detectable effects occur to nonhuman biota in the environment at dose rates less 
than 1 o - ~  Gyla. 

across their entire ranges of possible values. We use scatter plots to 
display the results, but the effects of many parameters can only be 
observed through statistical analysis of the data. 

Many different objective functions can be evaluated in the probabilistic 
sensitivity analysis, such as the ADEs at some point in time, maximum ADEs 
to lo4 or lo5 a, estimated concentrations of radionuclides in the food 
chain, ADEs to nonhuman biota, and concentrations of chemically toxic ele- 
ments in water, soil and air. As in Section 6.3.3, we focus the probabil- 
istic sensitivity analysis on the maximum, for times up to l o 5  a, of the 
total ADEs and the ADEs from 14c and to individuals in the critical 
group. We also examine the arithmetic average or mean values of these 
AUEs. Section E.3 in Appendix E discusses why these particular objective 
functions were chosen. There are two major reasons. 

- Radiation doses to the critical grou are important impacts, with 
doses being attributed to 14c and 1281 for times up to lo5 a 
(Section 6.5.2). 



- It is conservative to choose the longer eriod, in the sense that 
maximum ADEs observed for times up to 10' a are greater (and 
cannot be smaller) than maximum ADEs up to lo4 a. Moreover, the 
analyses using the longer time period tend to identify parameters 
that are important in attenuating ADEs, rather than important in 
merely delaying the arrival uf cu~ltamindnts in Lhe biusphere. 

Section E.3 in Appendix E also defines and uses several other objective 
functions. However, as used in this section, an important parameter is 
defined to be one that has a notable effect on either of two ca.lculated 
parameters: the maximum ADEs from simulations that consider the full range 
of values for a single parameter, or the arithmetic average of the maximum 
ADEs from many simulations that consider the full range of values for all 
parameters. An important parameter may affect the magnitude or an ADE, or 
both the magnitude and the variability of the arithmetic average of the 
maximum ADEs. 

The above definition of an "important" parameter precludes identification 
of any parameter that is not described using a PDF. In Section 6.3.3, we 
noted that the ADE from the median-value simulation is sensitive to varia- 
tions in waste exclusion distance. However, our analysis assumes that the 
waste exclusion distance is fixed at a value of about 50 m and, therefore, 
the waste exclusion distance cannot be identified as an important para- 
meter. Nonetheless the screening does show that the two most important 
parameters both refer to properties of the rock and water within the waste 
exclusion distance. We include in Section 6.6 a special probabi-listic 
analysis of the effects of different waste exclusion distances. 

Section E.3 in Appendix E details the method used for probabilistic sensi- 
tivity analyses. Iterated fractional factorial analysis (Section A.4.3.1 
in Appendix A) is the major tool in the screening, although other sources 
of information also play a role. Some information comes from the determin- 
istic sensitivity analysis (Section 6.3.3 and Sections D.5 to D.8 in Appen- 
dix D). A second important source is expert judgment; members of the Model 
Working Groups contributed to the screening described here by examining and 
confirming that the results obtained were consistent with their understand- 
ing, and they also performed independent sensitivity analyses on the vault 
model (Johnson et al. 1994b), the geosphere model (Davison et al. 1994b) 
and the biosphere model (Davis et al. 1993). 

Section 6.5.5.2 summarizes the results of the screening to identify impor- 
tant parameters. For each of these parameters, we proceeded with 
investigations to show how and why they influence the results. Section 
6.5.5.3 shows the effects of the two most important parameters; further 
analysis is provided in Sections E.4 to E.6 in Appendix E for many other 
parameters (including othcrs idcntified using different objective 
functions). 

Section E.7 in Appendix E describes a special study of the most important 
parameter, the tortuosity of the lower rock zone, to show how sensitivity 
analysis can help guide further research and data acquisition activities. 
The detailed analysis examines two effects: how changes in the values of 



tortuosity affect the magnitude of the estimated impacts and how changes to 
its uncertainty (or range of permitted values) affect the uncertainty in 
the estimated impacts. 

This special study is of most value for parameters that are reducible 
(Hofer and Hoffman (1987) use the term Type 2 uncertainty). A reducible 
parameter is one whose uncertainty stems from a lack of knowledge, and this 
lack could, in principle, be reduced through further research. For an 
irreducible parameter, further research wni~ld not reduce its uncertainty, 
as might occur if uncertainty is dominated by inherent spatial and temporal 
variability. (In fact, the uncertainty in most parameters is a mixture of 
both reducible and irreducible components.) Expert opinion would be used 
to determine whether it is feasible to perform such research, and detailed 
sensitivity analysis would be used to determine how worthwhile the effort 
would be. 

6.5.5.2 Summary of the Results of the Screening Process 

The screening method used, iterated fractional factorial analysis, is simi- 
lar to that used for the deterministic sensitivity analysis (Section 6.3.3 
and Section D . 5  in Appendix D), except that the selection of a parameter 
value is not restricted to values near its median. Instead parameter 
values are chosen rrom the 0.01, 0.5 or 0.99 quantiles of their PDFs (and 
values are chosen for switches to sample all important options). This 
choice permits examination of the effects of each parameter over its range 
of possible values and  allow^ dircct comparison of the effects of para- 
meters that have different physical units and different PDFs. 

Table 6-13 lists the eight system model parameters determined to be most 
important for the reference disposal system. There are many similarities 
and a few differences between the screening of probabilistic results and 
the corresponding screening for the deterministic results (Section 6.3.3) 

- Six of the eight parameters in Table 6-13 also appear in 
Tables 6-3 and 6-4. They are the tortuosity of the lower rock 
zone, the groundwater velocity scaling factor, the free-water 
diffusion coefficient for iodine, the switch describing the 
source of domestic water, the buffer anion correlation parameter 
and the depth of the well. 

- Two parameters in Table 6-13 are not identified as important for 
their effects on ADEs in the median-value simulation: the thick- 
ness of cumpdcLed lake sediment at Boggy Creek South and the 
retardation factor of iodine in compacted organic lake sediment. 
These two parameters have weak effects in the median-value simu- 
lation because both are associated with the lake pathway and the 
lake pathway is relatively unimportant when the well is the 
source of domestic and irrigation water for the critical group. 
In the probabilistic sensitivity analysis, the well is not always 
present, and thus pathways involving the lake would be more 
important. 



TABLE 6-13 

IMPORTANT PARAMETERS FOR THE PROBABILISTIC SIMULATIONS 

Relative Correlation 
parameter* importance** ~ o e f  f icient** 

Tortuosfty of the lower rock zone -2000 -0.55 
Groundwater velocity scaling factor 4 9 0.12 
Retardation factor of iodine in compacted 

vrydnic l d k e  sediment - 15 -0.05 
Free-water diffusion coefficient for iodine 14 0.13 
Switch: source of domestic water * * * 

(well or lake) 9 0.51 
Buffer anion correlation parameter 7 0.18 
Thickness of compacted lake sediment at 

Boggy Creek South - 8 0.07 
Depth of the well 2 0.06 

* 
The parameters listed have the greatest effect on the maximum estimated annual dose for 
times up to 1 o5 a. (This analysis actually considers 'ust 2 9 ~  14c and five other 
radionuclides. Other results have shown that only lA9I and i 4 ~  make significant contribu- 
tions to the maximum ADEs for times up to l o5  a, taking into consideration all of the 68 
radionuclides in Table 5-4.) 

The "relative importance" results are calculated using data from 512 simulations, in which 
each parameter takes on values corresponding to its 0.01, 0.5 or 0.99 quantiles. The 
reported results are the ratio of geometric means of the estimates of maximum ADEs from 
these 512 simulations: the geometric mean from simulations using 0.99 quantile values is 
divided by the geometric mean of simulations using 0.01 quantile values. If the ratio is less 
than unity, its negative reciprocal is taken. A positive ratio indicates that the maximum 
ADEs tend to increase as the parameter values increase. A negative ratio indicates that 
the opposite pattern (and that the negative reciprocal has been taken). 
The "correlation coefficient" results, calculated from 1000 randomly sampled simulations, 
use the logarithms of the maximum ADEs and parameter values. Correlation coefficients 
vary between +1 and -1. A value of +1 (-1) means the logarithm of the maximum ADE is 
linearly dependent on the logarithm of the parameter and increases (decreases) as the 
parameter value increases. A correlation coefficient equal to zero implies that there is no 
apparent linear relationship between the maximum ADE and the parameter. 

*** 
For this switch parameter annual dose estimates are generally greater when the well is the 
source of domestic water. 



Definitions for some of these parameters follow 

- Tortuosity in rock is a measure of the effective increased trans- 
port distance for diffusion because of the winding nature of the 
interconnected aqueous pathway within the rock (Davison et al. 
1994b). 

- The groundwater velocity scaling factor is a dimensionless multi- 
plicative factor used to describe the uncertainty in groundwater 
velocities in the geosphere (Davison et al. 1994b). 

- The switch describing the source of domestic water determines 
whether domestic water comes from the well or from the lake. 

- The buffer anion correlation parameter correlates values of the 
diffusion coefficient and capacity factors in the buffer for 
anionic species (Johnson et al. 1994b). 

The most notable result from Table 6-13, and in accord with results dis- 
cussed in Section 6.3.3, is the magnftude of the relative importance of the 
tortuosity of the lower rock zone: it is by far the most important para- 
meter. 

The list of influential parameters could be extended further. However, it 
becomes progressively more difficult to observe, both visually and statis- 
tlcally, the effect of a parameter as its relative importance declines. 
Hence we refer to the eight parameters in Table 6-13 as the "important" 
parameters; they have the largest influences on the maximum ADEs to indivi- 
duals in the critical group. 

Nonetheless, we also examine the effects of another 18 parameters in Sec- 
tion E.3, Appendix E. They were selected because expert opinion suggested 
they may be important or because they have notable effects on objective 
functions that isolate effects of the vault, geosphere and biosphere models 
(Section E.3, Appendix E). We refer to these 18 parameters in the discus- 
sion below as the less important parameters because they warrant further 
study even though their effects on the maximum ADEs are relatively small. 
We also refer to the remaining parameters as the unimportant parameters. 
(There are about 1400 sampled parameters in simulations involving ten 
nuclides (Section A.3.3, Appendix A). The analysis described here consi- 
ders seven radionuclides and uses just over 1300 sampled parameters in the 
system model of the reference disposal system. Thus there are about 1300 
unimportant parameters.) 

The influences of parameters are confirmed by an analysis of sets of 500 
simulations ir~ which dirferer~t C U L I ~ ~ I I ~ L ~ U L I S  UI inlpu~tdllL, less important 
and unimportant parameters are randomly sampled. (Section E.3, Appendix E 
describes further this regression analysis. ) The analysis calculates R ~ ,  

or the coefficient of determination Section A.4, Appendix A), based on the 
logarithms of the maximum ADEs to 10' and lo5 a. The greatest possible 
value of R ~ ,  unity, occurs when the examined set of parameters accounts for 
(or explains) all the variability in the maximum ADEs. Its smallest possi- 
ble value, zero, occurs when the set of parameters explains none of the 
variability. The results are summarized in Table 6-14, and show that 



TABLE 6-14 

REGRESSION ANALYSIS ON PARAMETERS OF THE SYSTEM MODEL* 

Parameter Values Coefficient of 
8 18 Less 1300 Determination 

Simulation Important Important Unimportant- ( R ~ ) * *  to 
Set Parameters Parameters Parameters lo4 a lo5 a 

1 random random random 1.00 1.00 
3 random* * * random* * * median 0.86 0.83 
5 random* * * median median 0.84 0.67 
2 median median random* * * 0.04 0.03 * * *  
4 median random random* * * 0.04 0.07 

* 
These results show the effects of the eight important parameters (Table 6-1 3) compared 
with 18 less important parameters (Table E-1 in Appendix E) and approximately 1300 other 
unimportant parameters. The columns labelled "parameter values" give the sampling 
strategies used with five sets of 500 simulations. The results show that a large fraction of 
the variability in maximum ADEs is attributed to the eight most important parameters. The 
18 less important parameters explain some of the variability, and the 1300 unimportant 
parameters explain very little. 

** 
The last two columns report the coefficients of determination ( R ~ )  from a linear regression 
on the logarithms of the maximum ADEs to 1 o4 or lo5 a. Coefficients of determination are 
calculated using logarithms of the maximum ADEs (to 1 o4 and to 1 o5 a) for the seven 
radionuclides contributing most to radiation dose (notably 4~ and 291). The calculations 
use the maximum ADEs from simulation set 1 and the maximum ADEs from each of the 
other indicated simulation sets. 

*** 
These parameters use the identical sequence of randomly selected values as is used in 
simulation set 1. 

- The eight important parameters are more successful at explaining 
the maximum ADEs up to lo4 a than up to lo5 a. For example, R~ 
for set 5 in Table 6-14 is 0.84 at lo4 a and decreases to 0.67 at 
lo5 a. ) 

- Taken together, the eight important and 18 less important para- 
meters successfully ex lain the maximum ADEs at both 1c14 and 5 lo5 a. For example, R for set 3 in Table 6-14 is 0.86 at lo4 a 
and has decreased only slightly, to 0.83, at lo5 a. 

In other words, more than 80% of the variability in the estimates of maxi- 
mum annual dose can be attributed to the cumulative variability of just the 
eight important parameters at lo4 a and to the cumulative variability in 
the eight important and 18 less important parameters at lo5 a. 



The differing behaviour in variability at the two times can be explained 
from consideration of the shape of the dose-time curve for 12'1, which 
contributes most to the total ADEs. The curve in Figure 6-19 rises contin- 
uously over the entire time period in all simulations, but it becomes less 
steep with time. (If the simulations were extended further in time, the 
dose curve for 12'1 would reach a global maximum at times beyond lo6 a.) 
From these observations, we conclude that 

- The maximum ADEs up to lo4 a occur at the steeply rising part of 
the dose-time curve. Factors that can move this rising edge 
forward or back in time will have a strong influence on the 
maxima. We should, therefore, expect to identify parameters that 
are important because they can affect how long it takes to 
travel from the vault to the biosphere. 

In fact, the first four parameters in Table 6-13 are related to 
water movement and contaminant transport: the tortuosity is a 
measure of the increased distance for diffusive transport from 
the vault to fracture zone L D 1 ,  the groundwater velocity scaling 
factor affects how fast the groundwater moves, the retardation 
factor of iodine in compacted or anic lake sediment describes how 
long the sediment can hold up 1 ~ ~ 1 ,  and the free-water diffusion 
coefficient for iodine determines how rapidly 1 2 9 ~  can move by 
diffusion. 

At longer times, the maximum ADEs will become less dependent on 
parameters that delay iodine transport and become more dependent 
on parameters that affect the magnitude of the maximum. This may 
already occur by lo5 a as suggested by the reduced effect of the 
eight most important parameters. On the other hand, many of the 
18 less important parameters affect the maximum of the ADEs that 
could be reached. (Section E.3 and E.4 in Appendix E discuss two 
examples: the maximum of the ADEs from are directly propor- 
tional to its initial inventory and instant-release fraction). 

In considering the longer time frame of lo5 a, we observe a shift in impor- 
tance from the eight most important parameters to the 18 less important 
parameters. This observation supports our choice of maximum ADEs to lo5 a 
to screen for important parameters, instead of maximum ADEs to lo4 a. As 
noted earlier, this latter choice of the model response will tend to iden- 
tify parameters that affect attenuation of impacts, rather than merely 
delay impacts. 

Regression analysis shows that the eight important parameters affect the 
maximum ADEs. Figure 6-20 shows they also affect both the magnitude and 
the associated variability of the mean maximum ADE. Comparison of the 
curves in the figure shows that the widest confidence bounds and the 
largest estimates of annual dose occur when all parameters are randomly 
sampled. The confidence bounds are significantly nnrrowcr whcn thc cight 
most important parameters are fixed at their median values. 

Section E.3 in Appendix E contains further discussion on the identification 
of important parameters, including studies that confirm the completeness of 
Table 6-13. 
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FIGURE 6-20: Mean Annual Dose Estimate Versus Time Showing the Effects of 
the Eight Important Parameters 

These three plots show how the eight most important parameters affect the magnitude and variability 
in the mean annual dose estimates. In each plot, the horizontal axis is time, and the vertical axis is 
the mean annual dose estimate from 500 simulations. The dotted lines show the associated 95% 
Chebyshev confidence bounds (Section A.3.5 of Appendix A). 

- Plot (a) shows results from set 1 (Table 6-14) in which all parameters are randomly sampled. 
(A similar curve shown in in Figure 6-1 8 is based on a much larger number of simulations.) 

- Plot (b) shows results from set 4, where the eight most important parameters are fixed at their 
median value and all other parameters (more than 1300) are randomly sampled. 

- Plot (c) shows results from set 5, where only the eight most important parameters are 
randomly sampled. 



The detailed analysis in the following section considers three of the eight 
most important parameters. Sections E.4 to E.6 in Appendix E provide more 
detailed analyses for all of the eight important and 18 less important 
parameters. 

6.5.5.3 Effects uf SelecLed 1111porLant Parameters 

We outline here the effects of three parameters that have a strong influ- 
ence on the estimates of annual dose: 

- the tortuosity of the lower rock zone, 

- the groundwater velocity scaling factor, and 

- the switch parameters that select the source of domestic water 
used by members of the critical group. 

The first two parameters are clearly the most important in Table 6-13. 
They both describe properties of t.he rock a n d  water i n  the waste exclusion 
distance and in other parts of the geosphere. Put another way, the uncer- 
tainty in estimates of annual dose are most strongly influenced by the 
uncertainties in two parameters that characterize the waste exclusion dis- 
tance. 

The switch parameter defines the use of well water or lake water and can be 
regarded as a palametel thaL selects Letwee11 une uf twu 111utud1ly exclusive 
scenarios (Section 2.1 and Chapter 4). 

Sections E.4 to E.6 in Appendix E provide more detail and discuss the 
effects of the other important parameters (as well as some additional para- 
meters identified in Section E.3 of Appendix E that are important for their 
effects when considering different objective functions). 

Tortuosity of the Lower Rock Zone 

The tortuosity of the lower rock zone describes the increased effective 
distance for transport by diffusion resulting from the winding nature of 
the interconnected aqueous pathway (and does not pertain to transport by 
moving groundwater) (Davison et al. 1994b). It applies to all segments in 
the geosphere model, but takes on different values for segments in differ- 
ent zones of rock. Uncertainty in the tortuosity of the lower rock zone is 
the greatest source of variability in the maximum ADEs to lo4 and to lo5 a. 

Figure 6-21 shows two scatter plots of the maximum ADEs to lo4 and lo5 a 
versus the tortuosity. (Sections E.4 and E.5 of Appendix E show similar 
plots for maximum ADEs from and 14c. ) The figure shows that the vari- 
ation of the tortuosity causes a large variation in the magnitude of the 
maximum ADEs. There is more variability at lo4 a than at lo5 a. That is, 
uncertainty in the tortuosity of the lower rock zone results in more varia- 
bility in the ADEs at early times than at later times, because tortuosity 
is primarily effective in dela ing the movement of contaminants. At lo4 a, 
mobile contaminants such as 12'1 are just be inning to discharge at the 
biosphere in many simulations, whereas at 10' a the discharges are changlng 
less quickly as a function of time for all simulations. 
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FIGURE 6-21: Effect of the Tortuosity of the Lower Rock Zone on ~aximum 
Annual Dose Estimates 

The vertical axes show the maximum ADEs from 10 000 randomly sampled simulations, where the 
maxima up to l o4  a are shown in (a) and the maxima up to lo5 a in (b). (We plot all calculated 
ADEs to display the range of estimates, even though the small values in part (a) may not be 
meaningful.) The horizontal axes show the tonuosity of the lower rock zone. Each plot also shows a 
trend line and the associated 95% confidence bands (Section A.4.3.3 in Appendix A); the trend line is 
the straight line obtained by performing a least-squares fit to the logarithms of the data. The cor- 
relation coefficients for the trend lines are -0.73 in (a) and -0.55 in (b). 
These plots confirm that the tortuosity of the lower rock zone has a strong influence on maximum 
ADEs: larger values of tortuosity generally yield smaller ADEs, and uncertainty in the tortuosity leads 
to a large variability in the ADEs. 



The trend lines indicate that the maximum ADEs tend to decrease as the 
tortuosity increases, in full accord with the sensitivity analysis of the 
median-value simulation (Section 6.3.3 and Sections D.5 to D.8 of Appen- 
dix D). These analyses have shown that the tortuosity of the lower rock 
zone is important because it has a strong influence on the rates of trans- 
port of contaminants by diffusion, especially at early times. It controls 
the transport of contaminants across the diffusion barrier of the lower 
rock zone, including rock within the waste exclusion distance that isolates 
the vault rooms from fracture zone LD1 (Section D.7.6 in Appendix D), and 
it also affects the rate of release of contaminants from the vault (Sec- 
tion D.6.4 in Appendix D). Similar conclusions are expected to apply to 
each simulation represented in Figure 6-21. 

The figure demonstrates that the uncertainty in the tortuosity has strong 
effects on the maximum ADEs. The distribution of values for this parameter 
reflects the uncertainty in characterizing the diffusion properties of the 
lower rock zone. The PDF for tortuosity specified for SYVAC3-CC3 reflects 
a wide range of values obtained for a number of different rock types, and 
includes rocks from various locations on thc Canadian Shield (Dovison et 
al. 199413). 

It is possible that this distribution of values could be narrowed and its 
median shifted to larger or smaller values, once the host rock surrounding 
the vault has been more precisely characterized. These changes could 
reduce some of the variability in estimated impacts and increase or 
decrease the magnitude of the estimated impacts. Section E.7 in Appendix E 
investigates how possible changes to the PDF for the tortuosity of the 
lower rock zone would affect estimates of annual dose. 

Groundwater Velocity Scaling Factor 

The groundwater velocity scaling factor is applied uniformly to the entire 
network of segments simulated in the geosphere model (Section 5.4), and 
reflects the uncertainty in our knowledge of the groundwater flow system 
for the disposal system studied in this assessment over the time period of 
the simulations (uavison et al. 1994b). 

Figure 6-22 shows two scatter plots of the maximum ADEs to lo4 and lo5 a 
versus the groundwater velocity scaling factor. (Sections E.4 and E.5 in 
A pendix E show similar plots for maximum ADEs resulting from and 
1 8 C .  ) The figure shows 

- the maximum ADEs tend to increase with larger values of the 
groundwater velocity scaling factor, 

- the variability in the maximum ADES is much greater at 104 a than 
at lo5 a, and 

- the effects of the groundwat-er velocity scaling fact-or are less 
important than the effects of the tortuosity of the lower rock 
zone (comparing Figures 6-21 and 6-22). 

The detafled analysis of the median-value simulation (Section D . 7 . 3  in 
Appendix D) shows that the groundwater velocity scaling factor influences 



the groundwater flow toward a bedrock well that intersects fracture zone 
LD1, the amount of diluting water drawn into the well, the fraction of 
contaminants moving in fracture zone LD1 that is captured by the well, the 
release of contaminants from the vault, and the transport in moving ground- 
water of contaminants in all segments. The complex effects described in 
Section D.7.3 of Appendix D should have a similar pattern in most of the 
simulations in Figure 6-22. The trend lines in this figure indicate the 
net effect, which is that smaller values of the groundwater velocity seal- 
ing factor generally lead to smaller ADEs. The greater variability in ADEs 
at lo4 a compared with lo5 a is due, as for tortuosity, to the fact that 
mobile contaminants are just beginning to discharge at the biosphere at 
lo4 a for man2 simulations, whereas discharges are changing much less 
quickly at 10 a for most simulations. 

Switch Selecting the Source of Domestic Water 

This switch parameter selects the use of lake water or well water for the 
critical group. Its PDF is defined such that the well and the lake are 
each used in about 50% of the simulations (Davis et al. 1993). We can 
regard these two sets of simulations as simulations for two (assumed) mutu- 
ally exclusive scenarios (Sections 2.1 and Chapter 4). Section E.6 in 
Appendix E discusses other switches, none of which strongly influences the 
maximum ADEs. 

Figure 6-23 shows the effect of the switch selecting well water or lake 
water for domestic needs on the maximum ADEs up to lo5 a. (Section E.6 of 
Appendix E shows similar plots for maximum ADEs from 1 2 9 ~  and 14c. ) The 
figure shows much weaker influences on the ADEs compared with the tortuos- 
ity of the lower rock zone and the groundwater velocity scaling factor. 
Comparison of the pairs of trend lines shows clearly that ADEs tend to be 
greater when the critical group uses the well instead of the lake. 

The detailed analysis of the medidn-value simulation (Sections D.4 and D.8 
in Appendix D) has shown that the well is important because it provides a 
source of water that is more contaminated than water from the lake. It 
potentially affects the critical group mostly through ingestion of contami- 
nated drinking water and ingestion of contaminated food. Similar effects 
are expected to apply to most or all of the simulations in Figure 6-23. 
The presence or absence of the well is less important in sensitivity analy- 
sis of the probabilistic simulations than in the median-value simulation 
(Section D.8.2 in Appendix D) because the variation in ADEs resulting from 
changes in the other parameters obscures its effects. 

6.5.5.4 Summary of the Probabilistic Sensitivity Analysis 

The results described above and in Appendix E demonstratc that methods such 
as iterated fractional factorial analysis yield useful information even 
when dealing with a system model containing thousands of parameters, each 
of which may be characterized using a PDF. We are able to identify 
the important parameters and confirm that all have been found. We can also 
show statistfcally and graphically how an important parameter influences 
objective functions, such as the estimated annual doses. Finally, we can 
use results from the deterministic sensitivity analysis to explain why 
these influences occur. 
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FIGURE 6-22: Effect of the Groundwater Velocity Scaling Factor on Maximum 
Annual Dose Estimates 

The vertical axes show the maximum ADEs for times up to lo4 a in part (a) and for times up to 1 o5 a 
in part (b), and the horizontal axis shows the groundwater velocity scaling factor (a dimensionless 
parameter). Other comments are as for Figure 6-21. The correlation coefficients for the trend lines 
are 0.35 in (a) and 0.1 0 in (b). 
These plots show that higher groundwater velocities generally result in larger estimates of maximum 
annual dose. 
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FIGURE 6-23: Effect of the Switch Selecting Source of Water on Maximum 
Annual Dose Estimates 

The vertical axis is the maximum annual dose estimates for times up to 1 o5 a. The horizontal axis is 
the estimated maximum (up to 1 o5 a) flow of 1291 into the sediment and the well. (We plot all 
calculated data to display the range of estimates, even though some small values may not be 
meaningful.) 
Results are shown for 1000 randomly sampled simulations. Each symbol plots the result of one 
simulation, with "L" and "W" identifying simulations involving the use of the Lake and the well. Two 
trend lines are shown: one for the lake and one for the well simulations. They are obtained by per- 
forming a least-squares fit to the logarithms of the data. The correlation coefficients for the trend 
lines are 0.85 for the simulations involving the well and 0.61 for the simulations involving the lake. 
The results show that dose estimates tend to be greater when the well is the source of domestic 
water. 



For the reference disposal system modelled using SYVAC3-CC3, we have iden- 
tified the parameters that most affect the maxima in the estimates of 
annual dose. Small differences occur when the results for the maxima for 
times up to lo4 a and up to lo5 a are compared. We can attribute these 
differences to a shift of importance from parameters that tend to delay 
impacts toward parameters that tend to attenuate impacls. 

The two most important parameters discussed in this section are the tortuo- 
sity of the lower rock zone and the groundwater velocity scaling factor. 
The tortuosity is clearly the most important: its range of uncertainty has 
strong effects on both the magnitude and variability in the estimates of 
maximum dose (its importance tends to diminish from lo4 to l o 5  a). The 
groundwater velocity scaling factor shows similar, although less pronounced 
effects. It is worthwhile to note that both of these parameters describe 
properties of the rock and water within the waste exclusion distance. 

A third important parameter is the switch used to select from two (assumed) 
mutually exclusive scenarios, in which the source of water used by the 
critical group is either the well or the lake. The results for the refer- 
ence disposal system show a clear trend: greater estimates of annual dose 
tend to occur when the source of water is the well. Thus, as noted in 
Sections 2 . 1  and Chapter 4, we can use switch parameters to combine several 
scenarios into a compound scenario in the postclosure assessment studies, 
and we can use sensitivity analysis to determine whether one of these sce- 
narios leads to larger estimates of impact. 

6.6 s EFFE S 

6 . 6 . 1  Obiectives and Method of Analysis 

The studies described here are a special type of sensitivity analysis. 
They complement the analyses in Sections 6.3.3 and 6.5.5 and provide more 
information pertaining to the disposal concept. However, these studies are 
"special" because they use values for some parameters that are substan- 
tially different from those used in the assessment of the reference dis- 
posal systcm, and thus the results must be interpreted with caution. 

These studies are focussed on two main issues: 

- The identification of potential design constraints that could 
improve the performance of the disposal system. The studies of 
derived constraints described in Section 6 . 2  are based on varia- 
tions of the median-value simulation. However, Section 6.5.1 
shows that the effects of uncertainty are important and that the 
mean ADE is dominated by simulations with large ADEs. Thus we 
re-examine here the issue of derived constraints to test how the 
results in Section 6 . 2  would be affected when the effects of 
uncertainty are taken into consideration. 

- The study of different assumed characteristics describing the 
reference site, to evaluate some features which might have a 
strong effect on estimated impacts. 





TABLE 6-15 

Case Assumption 

1 Increased effective wall thickness (or corrosion allowance) of 
the titanium containers (from 4.2 to 8.4 mm) 

2 More durable container (median container lifetime increased 
from about 4 x lo3 a to about 6 x lo4 a) 

3 Increased thickness of the buffer (from 0.25 to 1.0 m) 
4 Doubled effective thickness of the backfill (from 1.4 to 

2.8 m) 
5 Decreased groundwater velocities (by a factor of 2) 
6 Greater concentrations of naturally occurl i l l y  iudi~le i r ~  Lhe 

groundwater (by a factor of 10) 
7 Increased length of the waste exclusion distance (from about 

50 to about 70 m) 
8 Additional vault rooms included above fracture zone LD1 
9 Nearby wells do not intersect the plume of contaminants 
10 Compacted lake sediments are thicker (mean sediment thickness 

increased from 4.8 to 13.0 m) 
11 Overburden is thicker (mean overburden thickness increased 

from 4.5 to 21.2 m) 
12 Only organic soils are available for use by the critical group 
13 Larger watershed for the lake (by a factor of 10) 

Similar results are obtained from a comparison of cases with and 
without vault rooms above LD1 (Section E.8 of Appendix E), and 
for a waste exclusion distance of 70 m. 

- Increasing the waste exclusion distance to about 70 m (Case 7) 
results in smaller mean ADEs, especially at lo4 a where the 
reduction is 5 orders of magnitude. The effects at lo5 a are 
more pronounced for 14c and "TC than for 12'1. (Section E. 8 in 
Appendix E also shows that greater mean ADEs occur when the waste 
exclusion distance is decreased to about 30 m.) 

- A more durable container (Case 2) is effective in reducing the 
mean ADEs, es ecially at lo4 a where it is reduced to zero. The 
effects at log a are more pronounced for and "1.c than for 
1291. 

- If the well does not contact the plume of contaminated ground- 
water (Case 9), the mean ADEs are reduced by a factor of 7 at 
lo4 a and b a factor of 5 at lo5 a. Technetium-99 is affected 
more than ''C and 12'1. 



TABLE 6-16 

EFFECT OF ASSUMED SITE AND DESIGN FEATURES ON MEAN ADE* 

~atios** of the Means of the 
Case Number and Maximum Estimated Annual Doses 
Description lo4 a l o 5  a 

Thicker container wall 
More durable container 
Thicker buffer 
Thicker backfill 
Decreased groundwater velocity 
Greater concentrations of naturally 
occurring iodine in groundwater 
Greater (70 m) waste exclusion distance 
Additional vault rooms above LD1 
Well outside the contaminant plume 
Thicker compacted lake sediment 
Thicker overburden 
Only organic soil in fields 
Larger watershed 

* 
The results in this table are based on similar sets of 500 randomly sampled simulations, 
except for differences in the values of the parameter(s) used to characterize the 13 cases 
listed in Table 6-15. For instance, in Case 1 (thicker container wall), the effective thickness 
of the reference titanium container is assumed to be 8.4 mm, or twice that used in the 
analysis of the reference disposal system (4.2 mm). In the 500 simulations for Case 1, all 
parameters are assigned values identical to those in the reference set, except that the 
effective thickness of the container is 8.4 mm. 
The more durable container (Case 2) is most effective at 1 o4 a, whereas a greater waste 
exclusion distance (Case 7) is most effective at 1 o5 a. 

* 
The values reported are ratios of arithmetic averages of the maximum (for times up to 1 o4 a 
and up to 1 o5 a) ADEs from the sets of 500 simulations: the mean from each of the 13 
cases is divided by the corresponding mean from the first 500 simulations of the reference 
disposal system. A ratio less than unity for a case indicates it has a smaller mean 
maximum ADE compared with the corresponding mean maximum ADE from the reference 
disposal system. 

- If there are larger levels of naturally occurring iodine in 
groundwater (Case 6), the mean ADEs that result from 1 2 9 ~  are 
decreased because of isotopic dilution (this process is discussed 
in Section 5.6.2.6, and i t s  effects a r e  d e s c r i b e d  in S e c t i o n  E . 6  
in Appendix E). This case shows no effects, as expected, on the 
ADEs from 14c or "TC. 

- Doubling the effective wall thickness of the container (Case 1) 
reduces the mean ADEs at lo4 a by about a factor of 4. There is 
little effect at lo5 a. 



FIGURE 6-24: Effects of Assumed Site and Design Features on the Mean of 
the Annual Dose Estimates at lo4 a 

The results plotted are arithmetic averages of the maximum ADEs, for times up to 1 o4 a, calculated 
from sets of 500 randomly selected simulations. The plots are shown relative to the reference case 
that is shown as the first bar on the left-hand side. The reference case corresponds to the arithmetic 
average of the maximum annual dose estimates to 1 o4 a from the first 500 random simulations of the 
reference disposal system. The other bars show the effects of an assumed site or design feature. 
For example, Case 1 ("thicker container") refers to a study in which the thickness of titanium is twice 
its value in the reference disposal system, and Case 13 ("larger watershed") to a site whose 
watershed area is 10 times larger. 
Cases 2 and 7 show the greatest decrease in the mean of the annual dose estimates; Case 8 shows 
the greatest increase (note that the top of the bar for Case 8 extends to 9.6 x 1 03, far beyond the 
scale of the vertical axis). 



F I G U R E  6-25: Effects of Assumed Site and Design Features on the Mean of 
the Annual Dose Estimates at l o 5  a 

Comments are as for Figure 6-24, except that the data are for times up to 1 o5 a. The first bar on the 
left-hand side is the reference estimate, and the other bars show the effects of an assumed site or 
design feature. 
Cases 7 and 9 show the greatest decrease in the mean of the annual dose estimates: Case 8 shows 
the greatest increase (note that the top of the bar for Case 8 extends to 180, beyond the scale of the 
vertical axis). Data for this figure are taken from Table 6-1 6. 



Ratio of Mean of the Maximum 
Annual Dose Estimates to l o 5  a 

Case Number a n d  
Description 

f rom 
1 2 g I  

1. Thicker container wall 0 . 6 5  0.93 0.52 
2 .  More durable container 1 . 0  x l o - 2  0 . 2 1  2 . 2  l o - 3  
3 .  Thicker buffer 0 . 9 3  0 . 9 4  4 . 7  x l o - B  
4 .  Thicker backfill 0 . 4 5  0 . 4 9  3.7 x l o - 6  
5 .  Decreased groundwater velocity 0 . 5 3  1.2 0 . 1 2  
6 .  Greater concentrations of naturally 

occurring iodine in groundwater 1 . 0 0  0 . 2 3  1 . 0 0  
7 .  G r e a t e r  ( 7 0  m) w a s t e  e x c l u s i o n  

distance 3 . 2  x 0 . 1 4  1 . 8  x 
8 .  Additional vault rooms above LD1 4 . 8 ~  l o 2  2 . 2  x 10' 9 . 1 ~  1 0 1 2  
9 .  Well outside the contaminant plume 0 . 1 8  0 . 1 9  1 . 6  x l o T 2  

1 0 .  Thicker lake compacted lake sediment 0 . 9 6  0 . 8 7  0 . 9 9  
11. Thicker overburden 0 . 8 3  0 . 7 7  0 . 9 9  
1 2 .  Only organic soil in fields 1 0 .  1 . 5  1 5 .  
1 3 .  Larger watershed 0 . 8 6  0 . 9 0  1 . 0 0  

* 
Comments are as for Table 6-16, except that the data are for 1291, I4c or 9 9 ~ c .  The values 
reported are ratios of arithmetic means of the maximum annual dose estimates, up to 1 o5 a, 
resulting from 14c, 2 9 ~  or 9 9 ~ c .  The ratio is the mean estimated from the 13 cases divided 
by the mean estimated from the reference set. A ratio less than unity means the 
corresponding case has a smaller annual ADE. 

Case 8 is the most sensitive feature: adding vault rooms above LD1 leads to large increases 
in estimated dose. The results indicate that some assumed site and design features have 
different effects on different radionuclides. For 14c, the more durable container Case 2) is 
most effective; for 2 9 ~  it is a greater waste exclusion distance (Case 7); and for b9Tc it is a 
thicker buffer (Case 3). 

- Doubling the amount of backfill present (Case 4 )  reduces the mean 
ADEs by about a factor of 2 .  There is a strong attenuation in 
the ADEs due to "TC. 

- If groundwater velocities are everywhere smaller by a factor of 2  
( C a s e  5 )  there is  a mixed effect: the mean ADEs are reduced by a 
factor of 2  at l o 4  a but increased slightly at l o 5  a. Results in 
Table 6 - 1 7  show that the maximum of the ADEs u t o  l o 5  a are 
increased for 1 2 9 ~  and decreased for 14c and "Tc. 



- Increasing the buffer thickness (Case 3) slightly reduces the 
mean ADEs at lo4 and lo5 a, although there is an extremely strong 
attenuation in the ADEs due to "TC (approximately 7 orders of 
magnitude at lo5 a). 

- If the local water. bodies hdve a larger watershed (Case 13) the 
mean ADEs are only slightly smaller. Thicker compacted lake 
sediment and thicker overburden have little effect (Cases 10 
and 11). 

- If only organic soils are available (Case 12) the mean ADEs 
increase by less than a factor of 2, with the largest effects on 
14c and "TC. 

6.6.3 Conclusions 

Of the 13 assumed site and design features, the most effective in reducing 
the mean ADEs for times up to lo5 a involve 

- eliminating the vault rooms above fracture zone LD1, where the 
groundwater velocities are higher and directed downwards and away 
from the backfill; and 

- maximizing the waste exclusion distance. 

These observations are derived from a probabilistic analysis that takes 
into account the effects of uncertainty. Both these constraints were also 
identified in Section 6.2 from the analysis of the median-value simulation 
and were used to finalize the design of the reference disposal system. 

Note that these two design constraints are for the reference disposal 
system that is characterized using site-specific information from the WRA 
and that assumes a particular design, layout and depth for the hypothetical 
disposal vault. Nonetheless, equivalent design constraints could also be 
important for an actual disposal facility at another site. 

The analyses discussed above have considered each case separately, but it 
would be feasible to employ two or more and achieve even better perfor- 
mance. For example, the results in Table 6-17 imply that impacts attribu- 
ted to would be substantially reduced when using a more durable con- 
tainer and a greater waste exclusion distance. 

Moreover, when considering more durable containers, the design of the 
entire reference disposal vault need not be modified. On the basis of the 
results described previously and in Appendices D and E, the principal expo- 
sure pathways originate from the vault sectors nearest fracture zone LD1. 
Thus results similar to those in Table 6-16 and 6-17 would be obtained if, 
for example, the use of more durable containers were limited only to vault 
sectors 10 to 12. 



6.7.1 Overview 

The probability of occurrence and potential consequences of an open bore- 
hole would be strongly dependent on site-specific properties. Thus we have 
focussed our analysis on the reference disposal system. 

In addition, the probability that an open borehole remains open at thc time 
of closure would depend on the quality assurance measures followed by the 
implementing organization during all stages of the disposal project. For 
the reference disposal system, we believe the application of three quality 
assurance procedures would result in an extremely small probability of 
occurrence. In fact, we conclude the probability is so small that the 
open-borehole scenarios would not contribute significantly to the radiolo- 
gical risk associated with the reference disposal system. 

In the following discussion, we first describe the open-borehole scenarios 
and discuss their likelihood of occurrence. We then examine potential 
impacts, based on an analyses of results from SYVAC3-CC3. 

6.7.2 Description of the Open-Borehole Scenarios 

These scenarios describe a situation in which one or more open boreholes 
penetrate the geosphere barrier and provide a potentially significant 
Lrarlsport pathway for contaminants in the disposal Vault. Project records 
would give the location, orientation and depth of all boreholes, and pro- 
ject procedures would ensure a borehole is sealed once it is no longer 
required. However, the possibility must be examined that a borehole 
remains open at the end of the project. For example, the location of a 
borehole may not be known because of lost or damaged records, because of 
inaccurate surveying procedures, or because of calculation or data tran- 
scription errors. 

Figure 6-26 illustrates the unique factor defining these scenarios: an open 
borehole passes through the rock near a vault room containing nuclear fuel 
waste. We evaluate the situation where: 

- the borehole extends downwards from the surface through fracture 
zone L D 1  and reaches the depth of the disposal vault; 

- the location of the borehole at the surface is not known, and 
thus it is not used as a water-supply well, although it may 
affect and be affected by nearby water-supply wells (especially 
wells that intercept fracture zone LD1); 

- the borehole was drilled prior to closure of the disposal vault; 
and 

- the borehole is open at the time of vault closure. 

In addition, the open-borehole scenarios include all the factors represen- 
ted in the SYVAC3-CC3 system model. For example, the disposal vault con- 
tains 162 000 Mg U, about 50 m of sparsely fractured rock separates any 
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FIGURE 6-26: Feature of Interest for the Open-Borehole Scenarios 

These scenarios deal with an open borehole that passes near the vault and extends upwards to the 
surface. Our analysis indicates that the open-borehole scenarios would have an extremely small 
probability of occurrence for the reference disposal system because of the application of three quality 
assurance procedures. These procedures would be in force during the project, and would be aimed 
at minimizing the likelihood that a borehole would remain open at the time of vault closure. They 
involve ensuring all boreholes are properly sealed, isolating vault rooms containing nuclear fuel waste 
from any deep boreholes by some minimum acceptable distance, and confirming there are no open 
boreholes near any vault room. We believe that these procedures would be sufficiently effective such 
that the open-borehole scenarios would not contribute significantly to the radiological risk. 



vault room containing waste and fracture zone LD1, a water-supply well 
intercepts LD1 along the centre of the pathways of any contaminants moving 
up fracture zone LD1, and the critical group obtains all its food and water 
from local sources. (Moreover, we consider just one open borehole. How- 
ever, its probability of occurrence is so small that the probability of 
occurrence of two such boreholes would be insignificant.) 

Finally, for the reference disposal system, we make the following assump- 
tions that exclude certain types of boreholes. 

- We assume that no boreholes were drilled prior to the start of the 
project. Any such boreholes would have been drilled to search for 
minerals or to construct water-supply wells. However, the rock in 
the vicinity of the reference disposal system (that is, the rock 
near the Underground Research Laboratory in the WRA) is of little 
interest for mineral exploration, and there are abundant nearby 
sources of surface and near-surface water. In addition, water- 
well drilling records and local residents indicate no deep bore- 
holes have been previously drilled in the area. 

- We assume that no unsealed boreholes were drilled into the sur- 
rounding rock from a vault room containing emplaced nuclear waste. 
During the construction stage, many boreholes may be drilled 
underground, but we presume that construction procedures will 
preclude the drilling of any boreholes from within a vault room, 
other than those boreholes used to construct the vault room (and 
which would be confined to the excavated rock mass). We also 
presume that boreholes drilled for site characterization purposes 
would either start at the surface or from vault tunnels that are 
remote from any vault room used for disposal. Our following anal- 
ysis deals with boreholes starting from the surface, but similar 
comments and conclusions would apply to boreholes that start from 
underground tunnels. 

- We assume that no boreholes were drilled after closure of the 
vault. We evaluate the impacts of these boreholes in the inadver- 
tent human intrusion scenarios (Section 6.8). 

6 . 7 . 3  Probahilitv of Occurrence of the Onen-Rorehnle Scenarios 

Exploration boreholes would be drilled during all stages of the project, 
beginning during site characterization and continuing through to extended 
monitoring. However, only a few such boreholes would extend from the sur- 
face to the depth of the reference disposal vault. The number of boreholes 
deeper than about 500 m would depend on the characteristics of the site. 
Typically, about; 20 such burellules would be drilled from the surface in the 
area of a disposal vault. 

Three quality assurance procedures would be implemented during the project 
to minimize the possibility that a borehole would remain open at the time 
of vault closure. 

I. Ensure that all boreholes areproperly sealed. This procedure would be in effect 
during all stages of the disposal project, starting with the first 



borehole drilled during the siting stage and concluding when the 
last borehole has been sealed in the closure stage. The procedure 
wuuld involve engineering surveys to locate precisely all 
boreholes; a dedicated records management system to ensure that 
information on the location, orientation, depth, purpose and usage 
is always available; and a requirement to seal a borehole once it 
is no longer required. Cross checks between borehole drilling 
records and borehole sealing records would be used to confirm that 
all boreholes have been sealed at the time of closure of the 
disposal vault. Special attention would be given to the deep 
boreholes that pass near the disposal vault. 

2 . Avoid locaring any vault room containing nuclear waste within some minimum acceptable 
distance of all deep boreholes. This procedure would be in effect during the 
construction stage of the project. The minimum acceptable 
distance would be defined such that the impacts would be 
insignificant even if there were an open borehole in the most 
unfavorable location and at that minimum distance. 

Our analysis, described in Section 6.7.4, indicates there would be 
no significant contribution to risk for the reference disposal 
system if an open borehole were about 30 m distant from any room 
containing waste. That is, a minimum acceptable distance for the 
reference disposal system is about 30 m. In fact, the 30-m dis- 
tance is based on available results from SYVAC3-CC3, and not on a 
dedicated analysis; it is likely that a smaller distance would 
provide sufficient isolation. 

3 . Confirm that there are no open boreholes near any vault rooms containing nuclear fuel waste. 
This procedure would be in effect during the operation stage of 
the disposal project. It would be achieved using geophysical 
scanning surveys, such as ground penetrating radar or seismic 
reflection, to detect the presence of nearby open boreholes. 
Present day survey methods can detect unsealed boreholes passing 
within 5 m of underground excavations in rock saturated with 
saline groundwater (Holloway and Mugford 1990; Holloway eL dl. 
1986; Olsson et al. 1987), and the detection distance is greater 
if the groundwater is less saline. We expect that these 
geophysical survey technologies will continue to improve. 

A borehole could remain open at the time of vault closure and affect the 
integrity of the reference disposal system only if there was a failure in 
all three quality assurance procedures: a failure to seal the borehole, a 
failure to isolate the disposal vault from all deep boreholes by about 
30 m, and a failure to detect the presence of the borehole near a vault 
room containing waste. Wc believe that this possibiliLy is unlikely: the 
three redundant quality assurance procedures would provide a high degree of 
confidence that no boreholes would remain open at the time of vault closure 
that could have a significant effect on the performance or safety of the 
reference disposal system. Thus we conclude that the open-borehole scenar- 
ios would not make a significant contribution to the radiological risk for 
the reference disposal system. 



6.7.4 P e  P Scenarios 

In this section, we provide support for the "minimum acceptable distance" 
of 30 m mentioned in Section 6.7.3. In addition, we examine potential 
impacts associated with an open borehole. 

Chan and Stanchell (1992) used a detailed hydrogeological model of the 
hypothetical reference disposal system to simulate the effect of an 
unsealed borehole on the qroundwater flow fields. Their analysis assumed 
that the rock between the borehole and the disposal vault is homogeneous 
and sparsely fractured, with properties of the bulk rock at 500 m depth. 
They concluded that effects on the qroundwater flow fields in +he rock 
surrounding the disposal vault would be relatively localized, extending at 
most a few tens of metres away from the borehole. These effects would also 
be dependent on the possible presence of a nearby water-supply well, and 
the rate of groundwater withdrawal from the well. Their results also indi- 
cated that the transport of contaminants from the vault could be signifi- 
cantly increased if the unsealed borehole was situated very close to a room 
containing nuclear fuel waste (Chan and Stanchell 1992). 

From these results, we expect the impacts associated with the open-borehole 
scenarios would be similar to those estimated using the SYVAC3-CC3 system 
model but with some additional impacts that would be attributed to the 
localized effects of the open borehole. 

We analyze results from SYVAC3-CC3 to estimate an upper bound on the addi- 
tional radiation dose to a member of the critical group. The discussion in 
Section 6.5.2 shows that the estimated mean annual dose for the SYVAC sce- 
narios reaches a maximum value of 1.0 x 10-'I Sv/a for times up to lo4 a. 
Moreover, our sensitivity analysis attributes this radiation dose to the 
transport of radionuclides from vault sectors 10, 11 and 12 to the perme- 
able fracture zone LD1 about 50 rn away. That is, the engineered barriers 
and 50 m of low-permeability sparsely fractured rock between the vault and 
LD1 lead to very small estimates of annual dose. These estimates provide 
an upper bound on the additional impacts that might be associated with an 
open borehole located 50 m away from a vault room containing waste. 

In fact, we expect that an open borehole located 50 m from the vault would 
have much smaller impacts than an extensive fracture zone located 50 m from 
the vault, because the effects of an open borehole would be much more 
localized and because the fracture zone provides a much greater flow of 
groundwater and contaminants from the vault to the biosphere than an open 
borehole. Thus the additional annual dose associated with an open borehole 
that is 50 m from a vault room containing waste is certainly less than 
1.0 x 10-11 sv/a for times up to lo4 a. 

More information is available from other results produced by SYVAC3-CC3. 
For example, the studies of derived constraints in Section E.8 of Appendix 
E l  which use 500 randomly sampled simulations, indicate that the additional 
annual dose associated with an open borehole that is 30 m from a vault room 
containing waste would be less than approximately Sv/a for times up to 
lo4 a. 



These results from SYVAC3-CC3 indicate that radiation doses associated with 
open boreholes would meet the dose associated with the AECB risk criterion, 
provided that no borehole were wilhir~ su~rlt: rrlinimum acceptable distance from 
any vault room containing nuclear waste. For the reference disposal sys- 
tem, the minimum acceptable distance is certainly no more than 30 m, and it 
likely would be much smaller. 

We have also examined one special simulation using SYVAC3-CC3 to obtain an 
estimate of the effects of an open borehole. In this simulation, we modi- 
fied the network of segments in the geosphere model so as to approximate 
the presence of an open borehole that is separated from the vault rooms by 
only 5 m of sparsely fractured rock (Davison et al. 1994b). We assume this 
borehole is potentially exposed Lu Lhe er~Lire inventory of nuclear waste 
found in two adjacent vault rooms. The borehole extends upwards to the 
surface and passes through fracture zone LD1. We have chosen a conserva- 
tive orientation for the borehole: it reaches LD1 at a point approximately 
800 m upstream of the intersection of the LD1 and a water-supply well used 
by the critical group, and it is aligned to lie in the centre of the plume 
of contaminated water that would be released from the disposal vault and 
that would be captured by the well. With this modified network of seg- 
ments, the withdrawal of water from the well enhances the movement of 
groundwater and contaminants from the disposal vault to and up t-he open 
borehole. Moreover, all contaminants that enter the open borehole would be 
eventually captured by the well. For this study, all parameters were fixed 
at their median values and we estimated the annual dose that would arise 
from 14c, 135~s, 12'1, 5 9 ~ i ,  lo7pd, 7 9 ~ e  and 9 9 ~ c  from used fuel.. Results 
show that the estimated annual dose rises to a value of 4 x Sv/a at 
lo4 a, or about 10% of the annual dose associated with the AECB risk cri- 
terion. 

The results of this special simulation suggest that an open borehole would 
not produce a large annual dose, even if it passed as close as about 5 m 
from the reference disposal vault. 

6.8.1 Overview of the Analvsis for the Intrusion Scenarios 

In the scenario analysis for the reference disposal system (Chapter 4), we 
identified only one disruptive event that could si nificantly affect the 
integrity of the reference disposal system over 10' a. It is inadvertent 
human intrusion into the disposal .vault caused by activities such as explo- 
ration drilling and mining. 

The probability of occurrence of an intrusion event is expected to be 
small. Merrptt and Gillespie (1983) concluded that activities leading to 
inadvertent human intrusion into a disposal vault would be unlikely because 
the vault is relatively small compared with the total area of the Shield, 
it is located at a great depth, and it would be sited in rock that is of 
low economic value. This last consideration constitutes an important sit- 
ing consideration for a disposal vault (Davison et al. 1994a). 

Wuschke (1991, 1992) esLimates the probability is less than 5 x that 
an intrusion event (of the type described below) would lead to significant 



radiation exposure, for all times up to lo4 a. The joint probability of 
occurrence of two or more independent events is given by the product of 
their individual probabilities and is even smaller. ~ h u s  the probability 
of occurrence of two such intrusion events would be less than 25 x 10-l2 
for all times up to lo4 a. We assume, therefore, that there is no need to 
c u r i s i d e r  Lhe u c c u ~ r - e r i c e  of Lwu u r  nlure s u c t i  e v e r i l s .  

We have determined that a practical approach to evaluating a low-probabi- 
lity scenario is t-o treat it separately from high-probability scenarios. 
Thus we have not included the factor for inadvertent human intrusion in the 
SYVAC scenarios, and we do not estimate impacts for human intrusion using 
the system model in SYVAC3-CC3. (If we were to include in SYVAC3-CC3 an 
event whose probability of occurrence is we would need to perform 
more than 3 million randomly sampled simulations to be confident (at the 
95% level) that the event would have been selected in at least one simula- 
tion (Andres 1986).) Instead we use results from Wuschke (1991, 1992), who 
evaluated impacts for inadvertent human intrusion using the system model 
outlined in Section 6.8.4 and based on the GENII code (Napier et al. 1988). 

We believe the models and data used in the analysis yield overestimates of 
the risks for the inadvertent human intrusion scenarios. We then use these 
calculated risks for comparison with the AECB risk criterion. It may be 
misleading, however, to compare the risks estimated for the inadvertent 
human intrusion and SYVAC scenarios because their analyses are based on 
different system models. 

6.8.2 Descri~tion of the Inadvertent Human Intrusion Scenarios 

The human intrusion scenarios are defined as radiation exposures initiated 
by human actions at the disposal site, following closure of the facility. 
These actions could be deliberate or inadvertent. We are concerned here 
with actions that are unintentional, or inadvertent, in the sense that they 
are carried out without knowledge of the presence of a disposal vault and 
its potential hazards. 

Wuschke (1991, 1992) has classified inadvertent human intrusion into five 
categories: 

- exposure to undispersed waste, 

- exposure to waste dispersed by previous intrusions, 

- human-induced alteration of the expected evolution of the disposal 
system, 

- contact with a contaminated groundwater plume, and 

- contact with materials contaminated by the groundwater plume. 

The last three categories are evaluated in the SYVAC scenarios. For exam- 
ple, the analysis described in Sections 6.2 to 6.6 includes consideration 
of bedrock wells used to supply the critical group with domestic water and 
with irrigation water, and these wells intercept the contaminated 



groundwater plume moving up fracture zone LD1. Thus members of the criti- 
cal group may contact a contaminated groundwater plume used as a source of 
i l u ~ u e s l i c  w d t e r .  They may also contact materials contaminated by the plume, 
such as food from their garden, which is irrigated with well water, and 
produce from animals that drink contaminated well water. Moreover, analy- 
sis of the SYVAC scenarios includes cases where these wells may withdraw 
more than lo4 cubic metres of water per year. These large rates of water 
withdrawal would significantly perturb existing groundwater flow patterns 
around and above the hypothetical disposal vault (Reid and Chan 1988, Reid 
et al. 1989, Davison et al. 1994b). 

The discussion here is focussed on inadvertent human intrusion associated 
with the first two categories, involving exposure to dispersed and undis- 
persed waste. We make extensive use of the analysis by Wuschke (1991, 
1992), who evaluated four inadvertent human intrusion scenarios that are: 

. . .  considered likely to present the highest risk 
to the intruder, i.e., those likely to have the 
highest product of probability and consequence. 
Each scenario selected is generally representative 
of a set of similar scenarios with lower probabil- 
ity or consequence. All of the scenarios analyzed 
would be initiated by a drilling operation that 
penetrates the waste and brings it to the surface. 
(Wuschke 1991). 

Each of these four closely related intrusion scenarios starts from the same 
initiating event, and the main differences pertain to the characteristics of 
the humans most at risk. 

Wuschke (1991,1992) analyzed two scenarios involving exposure to undispersed 
waste: 

The first, called the drill-crew exposure scenario, deals with the 
slurry of pulverized rock, nuclear fuel waste and other material 
brought to the surface with the drilling fluid. It examines the 
radiation dose that would be received by a member of the drilling 
crew, exposed both to external radiation and to inhalation of dust 
from the slurry. 

The second, called the core-examination scenario, deals with rela- 
tively large pieces of rock, nuclear waste and other material 
removed as a drill core. It examines the radiation dose that 
would be received by a laboratory technician, exposed to external 
radiation and inhalation and ingestion of dust arising from prepa- 
ration and examination of the drill core. 

Two other cases were also analyzed in which it is assumed the extracted 
waste from a drilling operation is dispersed and left on the drilling site 
(Wuschke 1991, 1992): 

- The construction scenario deals with a construction worker who 
contacts the waste when working at the site and who is exposed 
both to external radiation and to inhalation of contaminated dust. 



- The resident scenario deals with a person who lives in a house 
built on the drilling waste and who is exposed through external 
radiation, inhalation of contaminated dust, and ingestion of food 
obtained from contaminated soil. 

The following discussion indicates that the probabilities of these scenarios 
are relatively small, in part because of the characteristics of deep geolo- 
gical disposal of nuclear fuel waste: deep burial reduces the possibility of 
human intrusion by isolating the waste far from human communities in a mas- 
sive geological barrier. Our analysis assumes, however, that a sequence of 
events may occur that by-passes all of these natural and engineered bar- 
riers. 

Wuschke (1991, 1992) used an event-tree methodology as a framework for 
defining probabilities of occurrence for the drill-crew, core-evaluation, 
construction and resident scenarios. Each scenario implies that a series of 
events occurs, such as selecting a drilling site, missing controls or warn- 
ings about the vault, and continuing drilling to vault depth. The event 
tree considers the sequence of events that would lead to each of the intru- 
sion scenarios; the events and associated probabilities were based on the 
judgments of experts in relevant technologies and social sciences (Wuschke 
1992). For example, the drill-crew and core-examination scenarios include 
the following events (Wuschke 1992). 

- A proposal is made to drill a borehole on the disposal site to the 
depth of the vault. The assumed probability of occurrence of this 
event is 4 x boreholes per year, based on a vault area of 
4 x lo6 m2 and using a value of 10-lo b~reholes'm-~'a-l for the 
areal frequency of a proposal to drill to a depth greater than 
500 m in the vicinity of the disposal vault. 

- Active institutional controls, such as security and surveillance 
measures continuing after closure of the facility, do not stop the 
drilling. The assumed probability is time-dependent: it is zero 
at the time of closure of the vault and slowly increases to unity 
after 500 a, reflecting a presumed gradual decline in the effec- 
tiveness of active controls. 

- Passive institutional controls, such as long-lasting site markers, 
records and archives, do not stop the drilling. The assumed prob- 
ability is also time-dependent, slowly increasing from zero at the 
time of closure of the vault to a value of unity after 2 x l o 3  a, 
and presuming a gradual decline in the effectiveness of passive 
controls. 

- Drilling is not prevented by detection of the disposal vault dur- 
ing pre-drilling investigations. The assumed probability is 0.5. 

- The borehole intersects a container. The assumed probability, 
I. 1 x is based on the ratio of areas of the containers and 
Lhe disposal vault. 



The probability of occurrence of an intrusion scenario is given by the pro- 
duct of the probabilities of its constituent events. Wuschke (1992) esti- 
mates that the probabilities of occurrence of the four intrusion scenarios 
are zero at the time of closure of the vault and slowly increase thereafter, 
with maximum probabilities of less than 5 x for all times up to lo4 a. 
In addition, results from Wuschkc (1992) indicate that 

- The probabilities of occurrence of the drill-crew and core-exami- 
nation scenarios reach their maximum values at (approximately) 
2 x103 a, because the probabilities of their constituent events 
have reached their time-independent upper limits. 

- The probabilities of occurrence of the construction and resident 
scenarios continue to increase at a slow rate for times up to and 
past lo4 a, because these probabilities take into consideration 
thc cumulative probability that waste may have been extracted by 
drilling in prior years and left at the site. 

6.8.4 Consequences of Inadvertent Human Intrusion 

Wuschke (1992) estimated the radiation doses for the four inadvertent human 
intrusion scenarios using the pathways-analysis computer code GENII (Napier 
et al. 1 9 8 8 ) .  The analysis considered inhalation, ingestion and external 
exposure pathways and used parameter values recommended by the ICRP (1979) 
for the calculation of dose. The analysis also required other biosphere 
pathways parameters, such as occupancy time and area of dispersion of 
extracted waste; values for these parameters were based on the judgment of 
specialists in related disciplines (Wuschke 1992). 

For all four scenarios, the estimated radiation doses were largest at 
earlier times, when the waste is most radioactive. Some estimat.ed annual 
doses exceeded 1 Sv/a for the resident and drill-crew exposure scenarios. 
Wuschke (1991) notes "this is not surprising, since nuclear waste is isola- 
ted in a disposal facility because of its potential to cause such doses." 
The important pathways and radionuclides vary both with time and with the 
scenarios (Wuschke 1992): 

- For the drill-crew exposure scenario, estimated doses are 
initially dominated by external exposure to 137~s and 6 0 ~ o .  Inha- 
lation pathways are more important after about 3 x lo2 a, and the 
largest contributors include 241~m, 12'1, 239~u and 14c. 

For the core-examination scenario, inhalation of 241~m dominates 
ex osures up to about lo3 a, followed by ingestion of 2 4 0 ~ ~  and 
2 3 g ~ ~  at longer times. 

For the construction scenario, external exposure to 137~s is most 
im ortant for the first 50 a, followed by inhalation of 241~m and 
23'~~ at longer times. 

For the resident scenario, ingestfon of 'Osr and 241Am are most 
important up to about 200 a, Ingestion pathways are also most 
important for times beyond about 4 x lo3 a, with contributors such 



as 12'1. Inhalation dominates the intermediate times, and the 
main contributors to dose are 241~m, 2 4 0 ~ ~  and 2 3 9 ~ ~ .  

The largest estimated doses were obtained for the resident scenario for the 
first 3 x lo2 a, followed by the core-examination scenario for longer times 
(Wuschke 1332). 

The radiological risk associated with the inadvertent human intrusion scena- 
rios is calculated using the equation prescribed by the AECB (1987a). In 
this equation, the radiological risk attributed to an individual scenario is 
the product of its probability of occurrence, its associated dose conse- 
quence, and the risk conversion factor. As noted in Section C.4 in Appen- 
dix C, we use a modified calculation when estimated annual doses exceed 1 
Sv/a and assume the risk is (numerically) equal to the probability of occur- 
rence of the scenario. 

Figure 6-27 shows our calculated risk-time curves for the four intrusion 
scenarios. Most of the calculations of risk are made directly from the 
estimates of probabilities and annual doses documented by Wuschke (1992). 
However, interpolation of Wuschke's results were required for the drill-crew 
and resident scenarios because their estimated annual doses decrease down- 
wards through 1 Sv/a at early times. The interpolations were used to esti- 
mate the time at which annual doses reached 1 Sv/a and to estimate the cor- 
responding probabilities. These interpolated data produce the two discon- 
tinuities in the risk-time curves, one near 40 a for the drill-crew exposure 
scenario, and the other near 150 a for the resident scenario. (These dis- 
continuities are related to the modified calculation for risk, discussed in 
Section C.3 of Appendix C. The corresponding risk curves reported by 
Wuschke (1991, 1992) are based on the risk equation from the AECB (1987a) 
and are different only at the earlier times where estimated annual doses 
exceed 1 Sv/a.) 

Figure 6-27 shows that the largest calculated risks are associated with the 
drill-crew and resident scenarios and both reach peak values of about 
3 x 10"~ serious health effects per year. Smaller risks are associated 
with the core-examination and construction scenarios. 

The radiological risk for each scenario applies to an individual who may 
belong to a different critical group. That is, it is likely that no one 
individual would be a member of the drilling crew, a laboratory technician, 
a construction worker and a resident, all at the same time. However, it is 
conservative to assume that the same individual does belong to all four 
critical groups and sum the risks from the four scenarios to obtain a total 
risk. The maximum of this total is about 3 x 10-lo serious health cffccts 
per year. 

The calculated risks for each scenario decrease at longer times because of 
the competing trends of probability of occurrence and estimated dose. After 
2 x lo3 a, when active and passive institutional controls are assumed to be 
ineffective, the estimated probabflfty of occurrence of each scenario is at 
its constant maximum value (for the drill-crew exposure and core-examination 
scenarios) or is increasing at a small rate (for the construction and 
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FIGURE 6-27: Risk from Inadvertent Human Intrusion Scenarios 

The four lower curves show the calculated radiological risk for the drill-crew exposure, core 
examination, construction and resident scenarios, and the upper "total" curve is their sum. The 
maximum in the radiological risk for each curve (and the sum of the risk for the four curves) is at least 
3000 times smaller than the AECB risk criterion of 1 o - ~  fatal cancers and serious genetic effects in a 
year (AECB 1987a). 
The inset shows a blowup, for times up to 300 a, of the curves for the drill-crew and resident 
scenarios. The calculation of risk uses a modification of the AECB equation (1 987a) which leads to 
discontinuities in the risk-time curve if estimated annual doses pass through 1 Svla. Two such 
discontinuities are more obvious in the blowup: one near 40 a for the drill-crew scenario and and one 
near 150 a for the resident scenario. 



resident scenarios). However, the estimated doses for each scenario are 
decreasing faster than their grababilities are increasing. Consequently, 
after about 5 x lo2 to 3 x 10 a, the calculated risks for each scenario are 
decreasing, and continue to decrease for times up to lo4 a. The radiologi- 
cal risks calculated for each of these scenarios (and their sum) are more 
than 3000 times smaller L l l d r l  Lhe AECB risk criterion of serious health 
effects per year (AECB 1987a), at any time over the first lo4 a following 
closure of the disposal vault. 

We conclude that, although human intrusion can by-pass all natural and engi- 
neered barriers, the calculated radiological risk is small and well below 
the AECB radiological risk criterion. The risk can be reduced through 
actions such as avoiding disposal sites containing known or suspected 
natural resources and locating the vault at its maximum practical depth. 
Another very effective action would be to provide redundant measures that 
extend the period of active and passive institutional controls. This last 
action could be very effective because, as shown in Figure 6-27, the peaks 
in the calculated risks occur relatively early in time. 

The regulations specified by the AECB for an actual disposal system include 
criteria for times beyond lo4 a. If the dose estimates do not reach their 
maxima within lo4 a after closure, then reasoned arguments must be presen- 
ted showing that (AECB 1987a) 

- the rate of radionuclide release to the environment will not 
suddenly and dramatically increase, 

- acute radiological risks (or acute doses) will not be encountered 
by individuals, and 

- major impacts will not be imposed on the biosphere. 

The results in Chapter 6 show that estimates of dose are increasing at 
lo4 a (for the SYVAC scenarios) and, therefore, we evaluate potential 
impacts for longer time frames. 

In this report, we focus on potential long-term impacts for an undisturbed 
disposal system. That is, we assume that the reference disposal system 
continues to function far into the future without being affected by any 
major disruptions. Our analysis includes consideration of the quantitative 
results for the SYVAC scenarios for times up to lo5 a following closure of 
the reference disposal facility. We also provide reasoned arguments to 
evaluate impacts over even lonqer time-scales, provided no major disrup- 
tions occur. We then compare our results to the AECB criteria (AECB 
1987a). 

The EIS (AECL 1994a) provides more general discussions on potential effects 
of disruptions that could occur over long time frames. 



PROJECTED TRENDS IN IMPACTS 

7.2.1 Evaluation of Results to lo5 a 

As discussed in Section 5.8, the models and data used to describe the SYVAC 
scenarios can produce acceptable estimates or impact up to about lo5 a 
following closure, provided that no major events occur during this period 
that would significantly disrupt or disturb the system being modelled. 

The overall trends for the SYVAC scenarios show that estimated annual dose 
and risk are zero at earlier times and continue to increase for times up to 
lo5 a (Section 6.5.2). During this entire time period, the estimated 
annual dose is many orders of magnitude below the annual dose associated 
with the AECB risk criterion, and even further below the total annual dose 
from naturally occurring sources of radiation. Moreover, the results in 
Sections 6.5.3 and 6.5.4 indicate that there would be 11o significa~~t 
impacts on the biosphere, including any chemical toxicity effects or radia- 
tion doses to nonhuman biota, for times up to lo5 a. This is the expected 
behaviour for a well-designed nuclear fuel waste d i  spnsal fari 1 i t  y, which 
would provide protection from the radioactive material for long periods of 
time. 

The analysis of the SYVAC scenarios shows that the estimated total annual 
dose for times up to lo5 a is dominated by contributions from just two 
radionuclides : 14c and 12'1. There are no significant contributions from 
dl1 uLher rddiur~uclides listed ill Tdble 5-4. Carbun-14 dud 1 3 9 ~  have fuur 
common characteristics that lead to this result; both radionuclides 

- are relatively long-lived, 

- have a significant inventory fraction that is instantly released 
from the used-fuel bundles (Section 5.2), 

- are relatively abundant in used fuel, and 

- are mobile in (or weakly sorbed by) media ill tl~e vault dnd in Lhe 
rock surrounding the vault. 

The discussion in Section 6.5.2 notes that the time of the maximum in the 
mean dose resulting from 14c is about 4 x lo4 a. (Because of parameter 
uncertainties, doses from 14c will peak at different times in different 
simulations. However, the distribution of results for peak doses and time 
of peak doses are not the same. Thus the time of the maximum in the mean 
dose, about 4 x lo4 a, is slightly smaller than the average of the times at 
which the peak doses occur, about 6.6 x lo4 a. ) Annual doses from 14c 
reach a maximum relatively early, compared with 12'1, because I4c has a 
half-life of only 5730 a. Carbon-14 is relatively mobile both in the vault 
and in the geosphere, but only small quantities survive its transport to 
the biosphere. For 14c, the combination of its half-life, mobility and 
transport times to the biosphere result in decreases in the mean of estima- 
ted annual doses for times beyond about 4 x lo4 a. 

This result has implications for other radionuclides that have short half- 
lives and that are not renewed by ingrowth. (The following discussion 



would also apply to the initial inventories of progeny radionuclides but 
not necessarily to progeny inventories arising from subsequent ingrowth 
from its precursors in a decay chain.) 

- Radionuclides with half-lives much shorter than 14c, even if 
mobile in the buffer, backfill and rock, would not survive long 
enough to cause significant doses. For example, radionuclides 
such as 3 ~ ,  3 9 ~ r  and 90~r, with half-lives of 12.4, 269 and 
29.1 a respectively, did not contribute significantly to the 
total annual dose in any of the simulations to lo5 a. 

- The initial inventories of radionuclides with half-lives of about 
5 x lo3 a will decrease by a factor of more than a million after 
lo5 a. If these radionuclides have not made a significant con- 
tribution to dose by lo5 a, then their contributions for times 
after lo5 a would likely be ne ligible. Thus no significant 
contributions are likely from '3Mo (with a half -life of 
3.5 x lo3 a), 2 4 0 ~ ~  (6.54 x lo3 a) and the initial inventory of 
2 2 6 ~ a  (1.6 x lo3 a). 

Hence our assessment indicates that radfonuclides with half-lives of about 
5 x lo3 a or less would be of no concern at long times (except, possibly 
for progeny radionuclides). 

In contrast, our assessment shows that 1 2 9 ~  , with a half-life of 
1.57 x lo7 a, would be expected to reach its global maximum annual dose 
some time after lo5 a in the reference disposal system. However, internal 
doses from 12'1 cannot normally lead to an acute risk to a member of the 
critical group (we assume an acute risk is associated with a likelihood of 
receiving an annual dose exceeding 1 Sv/a). This statement can be made 
independently of any discussion of the performance of the reference dispo- 
sal system because of the way that 12'1 behaves in the human body. Iodine- 
129 concentrates in the thyroid gland and can give an internal dose that is 
at most about 3.9 x Sv/a (Zach and Sheppard 1992) . This value would 
always be reduced by isotopic dilution with stable iodine that occurs 
naturally in groundwater and elsewhere in the environment (Davis et al. 
1993). External doses are expected to be very small from a consideration 
of exposure pathways and the small amounts of 12'1 that would discharge and 
remain in the vicinity of the critical group (see Figure D-34 of Appcn- 
dix D). Accordingly, although the maximum annual dose from 1 2 9 ~  certainly 
occurs in the far future, the projected trends indicate that its maximum 
possible value would be far below the dose level associated with an acute 
risk. 

Only one other radionuclide shares at least three of the four characteris- 
tics noted above for 14c and l2'1. Krypton-81 has a long half -life 
(2.1 x lo5 a), is instantly released from the used-fuel waste matrix and is 
mobile in the vault and geosphere. However, 'l~r has a relatively small 
abundance in used fuel (Table 5-4 ) . In addition, 'l~r is generally of 
little concern because it is not retained in human tissue, and thus inter- 
nal doses are extremely small. External doses (from sources in air) are 
usually most important for " ~ r  in safety assessments, but are of no conse- 
quence in the SYVAC scenarios because estimated concentrations of " ~ r  are 
effectively zero everywhere in the biosphere. Krypton-81 did not make a 
significant contribution to total annual dose in any of our simulations. 



Krypton-85 is also assumed to be instantly released from the used-fuel 
matrix and is mobile in the vault and geosphere; moreover, it is almost lo6 
times more abundant than 8 1 ~ r  in used fuel (Table 5-4). However, 8 5 ~ r  has 
a short half-life (10.8 a), thus it does not survive long enough to produce 
a significant contribution to total dose in any of the simulations studied. 
Similar observations tollow for two other radionuclides that are assumed to 
be instantly released and short-lived: 3~ and 3 9 ~ r .  Another instantly 
released radionuclide, 'OS~, is both short-lived and immobile in the vault 
and thc geosphcrc, thus it docs not make significant contributions to csti- 
mated dose. 

Six other radionuclides are assumed to have siqnificant instant-release 
fractions from used fuel: 135~s with a half-life of 2.3 x lo6 a), 4 0 ~  
(1.28 x x109 a), 8 7 ~ b  (4.7 x 10" a), 7 9 ~ e  (6.5 x lo4 a), 126~n 
(1.0 x lo5 a) and "TC (2.13 x lo5 a). They are generally long-lived and 
relatively abundant in used fuel (Table 5-4). However, in all simulations 
to lo5 a, none of these radionuclides produces significant maximum annual 
doses because they are relatively immobile in the natural and engineered 
media between the containers and biosphere (Section 6.4). 

The previous aragra hs 
lides. 3 9 ~ r ,  e4C, 13'Cs, 
and li6Sn. Most of the 

have considered all instant1 released radionuc- 
3 ~ ,  1 2 9 ~ ,  81~r, 8 5 ~ r ,  4 0 ~ 1  '7Rb, 7 9 ~ e ,  9 0 ~ r ,  "TC 
inventory of these radionuclides, and the complete 

inventory of all other radionuclides listed in Table 5-4, are released from 
the used-fuel and Zircaloy matrices through the congruent-release mechanism 
(Section 5.2 and Johnson et al. (1994b)) There are no significant contri- 
butions to total dose for times up to 10' a from any congruent releases for 
any radionuclide. 

One important explanation for this result relates to the long-term stabil- 
ity of the used-fuel and Zircaloy matrices. (Other reasons include, for 
different radionuclides, half-life, abundance and mobility.) The results 
in Section 6.4 indicate that these two matrices are very effective bar- 
riers. For example, results from the median-value simulation (Sections 
6.3, 6.4 and D.2) show that congruent releases from used fuel and Zircaloy 
are extremely small for times up to lo5 a because of the very small solu- 
bilities of the matrices (1.55 x mol/m3 for the used-fuel matrix and 
1.79 x mol/m3 for the Zircaloy matrix). At these solubility levels, 
only a minute fraction (6.2 x lo-' for used fuel and 2.3 x f u r  
Zircaloy) of the associated contaminant inventories are released over lo5 a 
in the median-value simulation. 

There is uncertainty in the solubilities of these two matrices, and the 
distributions are skewed (Johnson et al. 1994b) for use in the randomly 
sampled simulations. Most values are small, but a few are large, and their 
average solubilities are greater (about 7.5 x loe4 mol/m3 for the used-fuel 
matrix and 4.3 x mol/m3 for the Zircaloy matrix) than those observed 
in the median-value simulation. In turn, a larger average fraction of the 
two matrices would dissolve, releasing a larger average fracLiur~ uf curl- 
gruently released contaminants. Nonetheless, results from the randomly 
sampled simulations indicate that the two waste matrices are still very 
ef f ectfve barriers : the average fraction of the matrix dissolved over 1 o5 
years would be less than (approximately) for the used fuel and 
for Zircaloy. In addition, the solubility estimates for uranium are 



expected to become smaller as a function of time because of the substantial 
reduction in alpha activity. The uranium solubilities estimated in SYVAC3- 
CC3 are based on relatively high assumed levels of alpha activity and sig- 
nificantly overestimate expected solubilities that would obtain at longer 
times when alpha activity is smaller (Johnson et al. 1994b and Section 
5.8). 

The effectiveness of the used fuel and Zircaloy matrices should continue 
long past lo5 a because they would be located in a geochemical environment 
that is expected to persist for long time frames. Thus there would be no 
sudden and dramatic increase in the rates of release of radionuclides from 
the dissolution of these waste matrices. 

It might be expected that simulations for the SYVAC scenarios, if carried 
out to long enough times after closure, would eventually produce large 
annual doses. This is not the case. Sets of 1000 simulations for all 68 
radionuclides listed in Table 5-4 (Section 5.9) have been extended to lo8 a 
to test this possibility. We then calculated the mean values of maximum 
estimated dose over this extended time-scale. (Note that these calcula- 
tions are extended far heyond the period of acceptability of the models and 
data, and the results should not be interpreted as credible estimates of 
effects. However, the calculations do provide information on the mathema- 
tical behaviour of the system model, and show the solutions are well 
behaved. ) 

- The mean value of maximum estimated annual dose, totalled for all 
radlonuclides, is always sevexdl orders of magnitude below 
1 Sv/a, the dose associated with an acute risk. 

In fact, for most radionuclides, +he calculated mean maximum dose 
is many orders of magnitude smaller than the total annual dose 
from radiation in the natural environment (about 3 x Sv/a). 

- The three radionuclides with largest mean values of maximum esti- 
mated annual dose, for times up to lo8 a, are 222~n and 234~h and 
12'1; their mean values are approximately loo%, 10% and 1% of 
annual dose from background radiation. 

Radon-222 and 234~h are members of the 4n+2 decay chain (Table 5-4). In 
general, they are not roducts from a fission reactor hut arise from the 
radioactive deca of 2P8U . Radon-222 (a large component of natural back- 
ground dose), 23iTh and other progeny of the 4n+2 decay chain would be 
found in far greater abundances, relative to the inventory of 2 3 8 ~ ,  in 
uranium ore deposits compared with nuclear fuel waste. 

Other results from the simulations extended to lo8 a show the dose-time 
curve has several peaks corresponding Lu L11e arrival at the biosphere of 
different radionuclides. For example, a peak from occurs near 
2 x lo6 a. Most other peaks occur at much longer times and are from radio- 
nuclides that have long half-lives and that are relatively fmrnobile or from 
radionuclfdes that are short-lived members of an actinide decay chain (all 
such short-lived radionuclides have one or more immobile precursors and 



many are themselves immobile). This is the case for 222~n and 234~h, rela- 
tively short-lived progeny of the 2 3 8 ~  decay chain; their peaks occur at 
lo8 a for these extended simulations. 

Long after the relatively rapid release of the instant contaminants, fol- 
lowing corrosion of the containers, the vault inventory would be largely 
comprised of the long-lived radionuclides from the slowly dissolving used 
fuel and Zircaloy. The fuel matrix would retain most of the 2 3 8 ~  and its 
decay products and most of the other radionuclides originally found in thc 
fuel, and the Zircaloy would retain most of its radioactive activation 
products. Table 7-1 shows inventories of long-lived isotopes at different 
times, calculated usinz the assumption that the radionuclides remain in 
place. After about 10 a, the inventory is largely dominated by uranium 
and its decay products. 

~t very long times, a waste disposal vault resembles a high-grade uranium 
ore deposit. Hence the behaviour of natural uranium deposits can serve as 
a useful analogue for the performance of the vault and the radionuclides it 
would contain. There are some differences in the amounts and types of 
radionuclides in used fuel and in a uranium ore deposit. For example, at 
lo6 a, used fuel contains relatively large quantities of long-lived 2 3 7 ~ p  
and 242~u which have not yet disappeared because of decay, and relatively 
small quantities of decay products such as 230~h, which are slowly increas- 
ing because of ingrowth. (In the discussion below on natural analogues, we 
expect that isotopes such as 2 4 2 ~ ~  and 237~p would be retained in the used- 
fuel matrix and released congruently with the slow dissolution of the used- 
fuel matrix. Because they have relatively small abundances, their concen- 
trations in the dis osal system would be relatively small compared with the 
concentration of 23iU. ) In contrast, a uranium ore deposit would contain 
relatively small quantities of natural fission products and isotopes of 
plutonium (Fabryka-Martin 1993, Fabryka-Martin and Curtis 1993, Clurtis et 
al. 1994), but (for most de osits) relatively larqe quantities of isotopes 
from the natural decay of 

For both used fuel and uranium ore deposits, however, long-term impacts 
would likely be dominated by 2 3 8 ~  and its decay products. From this point 
of view, it would be reasonable to expect that long-term environmental 
effects from the uranium in the disposal vault would lie somewhere in the 
range of environmental effects observed today from buried naturally occur- 
ring uranium ore deposits. 

Studies have compared the potential health hazard presented by nuclear f u e l  
waste, uranium ore and mine tailings (Mehta 1988; Mehta et al. 1991). The 
studies conclude that, ten years after discharge from a reactor, used fuel 
presents a health hazard (if ingested) about 100 times that of an uranium 
ore deposit containing the same amount of uranium. However, by lo4 a, the 
hazard from the fuel has declined to the same order of magnitude as the ore 
deposit and remains thus thereafter (Mehta 1988; Mehta et al. 1991). 

The long-term contribution to radiation in the natural environment by ura- 
nium in most uranium ore deposits arises mostly through the effects of its 
decay products, notably radioactive fsotopes of radium and radon. These 
decay products tend to enhance radioactivity levels in local groundwaters 
and soil, and may lead to significant concentrations of radioactive radon 



TABLE 7-1 

RI* 

Radio-  s o u r c e * *  ~ a l f  - ~ i f e * * *  I n v e n t o r y  [mol/kg(U)] a t  
n u c l i d e  [a]  0  a l o 4  a l o 6  a 

continued . . .  



TABLE 7-1 (concluded) 

Radio - source* ~ a l f  -~ife** Inventory [mol/kg(U)] at 
nuclide [a] 0 a lo4 a lo6 a 

* These data are calculated inventories of radionuclides with half-lives greater than 
5 x lo5 a and found in used-fuel bundles from a CANDU reactor. The data at zero 
years are the initial inventories reported in Table 5-4 and correspond to (median- 
value) inventories for bundles that have been out of the reactor for ten years. The 
inventories of most radionuclides decrease as a function of time because of 
radioactive decay. A few, such as 2 3 4 ~  and 230~h, show an increase due to ingrowth 
from a precursor. * Sources of the radionuclides are 

F - for fission products of U02 fuel or neutron activation products of fuel 
impurities; 

Z - for neutron activation products of Zircaloy materials; and 
4n, 4n+l, 4nt2, and 4nc3 - for the four actinide decay chains. *** Half-life data are taken from ICRP-38 (ICRP 1983). 

in indoor air. Similar effects would be expected from the relatively large 
amount of uranium in the undisturbed disposal vault. The presence of the 
disposal system might cause a fractional increase in radi0activi.t~ in local 
groundwaters, owing to the slow release of long-lived 2 3 8 ~  and i.ts progeny 
nuclides (with additional radioactivity from less abundant radionuclides 
such as 2 3 5 ~ ,  237~p and 2 4 2 ~ ~ ) .  Granite rock typically contains small 
quantities of uranium (Bowen 1979); for example, the granite of the Lac du 
Bonnet b a t h o l i t h  c o n t a i n s  abou t  7 x grams of uranium p e r  kilogram of 
rock (Gascoyne and Cramer 1987). Thus the mass of rock in the pluton 
containing the reference disposal vault could contain an amount of uranium 
exceeding the vault inventory and dominate the combined environmental 
effects resulting from the uranium in the rock and in the vault. 

Natural high-grade uranium deposits are useful analogues, particularly if 
the uranium ore and associated radionuclides exist in an environment that 
has parallels with the reference disposal system. Natural analogue studies 
on deposits, such as those at Cigar Lake in Saskatchewan (Cramer 1986, 
1334; Crnmer and Smellie 1 9 3 4 ;  Goodwin e t  n l .  1983) and Oklo i n  Gabon (CEC 
1992; Berzero and DIAlessandro 1990; Brookins 1976, 1978, 1984; Cowan 1976, 
1978; Curtis et al. 1989; Naudet 1978; Ruffenach 1978; Weinberg 1977), have 
provided valuable information related to many aspects of the disposal con- 
cept. 

Our studies of the Cigar Lake deposit have focussed on particular aspects 
that have parallels with our reterence disposal system. Most of the ura- 
nium ore at the Cigar Lake deposit is uraninite (Bruneton 1987), a uranium- 
IV oxide (mostly U02) whose composition is similar to that of used fuel. 
S t u d i e s  a t  C iga r  Lake i n d i c a t e  t h a t  u r a n i n i t e  (Cramer 1994) 



- has been thermodynamically stable in the geochemical environment 
of the ore deposit, 

- has remained in place for millions of years, 

- has undergone extremely slow congruent dissolution, and 

- has retained most of its nuclear reaction products (including 
products from spontaneous fission as well as decay products) with 
no significant movement for millions of years. 

One of the more important reasons for these observations is connected with 
the geochemical environment found at the Cigar Lake deposit. The uraninite 
at Cigar Lake is located in an electrochemical environment that is natu- 
rally reducing and is surrounded by a clay-rich layer that has a low 
hydraulic conductivity (Cramer 1994). These conditions have close par- 
allels with the conditions expected for a disposal vault located at depth 
in plutonic rock of the Canadian Shield. We expect an electrochemical 
environment in the disposal vault and surrounding geosphere that would be 
reducing and that would persist unless affected by a major disruption. We 
also expect that the engineered barriers, which include very low-permeabi- 
lity clay material in the buffer, would remain in place for times far 
beyond 10' a. 

Similar results and conclusions are available from other analogues (Cramer 
1YY4), such as the natural nuclear reactors found at Oklu. Fur example, a 
supporting observation from Oklo is the ability of uraninite to retain many 
of the fission products and activation products (notably isotopes of pluto- 
nium) for times of the order of two billion years in a system that is rela- 
tively open to groundwater movement (Brookins 1978, 1984; Cramer 1994; 
Curtis et al. 1989; Loss et al. 1989). Thus a comparison with natural 
analogues suggests that used fuel may persist for millions of years or 
longer, with slow congruent release of entrapped contaminants, so that 
projected impacts from the undisturbed reference disposal system would 
remain small or insignificant for long periods of time. 

From these considerations for the reference disposal system, we conclude 
that no major impacts would be imposed on the biosphere, that the rate of 
radionuclide release would not increase suddenly and dramatically, and that 
radiation doses would be far below levels associated with acute doses or 
acute radiological risks. 

The EIS (AECL 1994a) presents further reasoned arguments covering the 
potential effects of dislu~bdl~ces and disruptions to the disposal system 
such as evolution of the climate, glaciation, earthquakes, long-term 
releases of contaminants from the used-fuel matrix, the slow changes with 
time (or diagenesis) of buffer and backfill properties, human intrusion and 
meteorite impact. 



8. RY AND CONCLUSIONS 

INTRODUCTION 

The previous sections describe the method used to assess the long-term 
safety of the disposal concept and demonstrate the application of the 
method to analyze qualitatively and quantitatively the impacts of a refer- 
ence disposal system. In the following section, we compare the predicted 
impacts with the regulatory criteria and summarize the important features 
of the reference disposal system. We also examine how the results would be 
affected by recent information that has not been examined in depth in this 
assessment. 

In Section 8.3, we indicate how the approach used in this postclosure 
assessment could be used for future studies of an actual disposal system. 
We also outline how results of the postclosure assessments could contribute 
to the decision-making process in future stages of a nuclear waste disposal 
program. 

Finally, in Section 8.4, we put into context the results of our assessment 
and summarize the conclusions we believe are technically sound and defen- 
sible. 

SUMMARY OF IMPACTS AND COMPARISON WITH REGULATORY CRITERIA 

8.2.1 Summary of Estimated Radiolosical Risks 

The AECB requires quantitative estimates of radiological risk to indivi- 
duals in the critical group for times up to lo4 a (AECB 1987a). For com- 
parison with the AECB risk criterion, we must identify the scenarios that 
could contribute significantly to risk, and then estimate the probabilities 
of occurrence and radiation doses associatcd with each scenario. 

1. For the reference disposal system, scenario analysis (Chapter 4) has 
identified three scenarios that require detailed quantitati.ve evalua- 
tion to estimate their potential contributions to radiological risk 
for times up to lo4 a. They are called the SYVAC, open-borehole and 
inadvertent human intrusion scenarios. 

The SYVAC scenarios describe groundwater-mediated processes that cause 
corrosion of the containers, release of contaminants from t.he nuclear 
fuel waste, movement of contaminants through the vault seals and 
surrounding rock, and eventual discharge of contaminants at the 
surface where they may result in environmental impacts. These 
scenarios are evaluated usinq the system model contained in SYVAC3- 
CC3, which contains a variety of switches to represent mutually 
exclusive factors (Chapter 4). 

The open-boreholescenarios describe an unlikely situation in which one or 
more open boreholes pass close to a vault room containing nuclear 
waste. An open borehole has the potential to by-pass the the massive 
geological barrier, and thereby contribute to the radiological risk of 
individuals fn the critical group. 



The inadvertent human intrusion scenarios describe a serious disrupt ion of the 
integrity of the reference disposal system caused by a drilling 
operation that unknowingly takes place near the disposal vault some 
time after closure of the disposal facility. This drilling operation 
has the potential to cause the direct removal of nuclear waste from 
the disposal vault to the surface environment, and t h u s  c v r l L r i f i u L e  to 
radiological risks of individuals in the critical group. The system 
model representing these scenarios estimates exposures to a member of 
the drilling crew, a technologist conducting drill-core examinations, 
a construction worker and a resident. 

2. We have examined the probabilities of occurrence of these scenarios 
for use in the calculation of radiological risk. 

We assume the sum of the probabilities of occurrence of the SYVAC 
scenarios is high, and we use a value of unity in our calculation of 
risk. 

For the open-borehole scenarios, our detailed evaluation for the 
reference disposal system indicates that their probabilities of occur- 
rence would be so small that they could not contribute significantly 
to the radiological risk (Section 6.7). Our conclusion is based on an 
evaluation of the effectiveness of three quality assurance procedures: 
one that ensures all boreholes are properly sealed, a second that 
locates any vault room containing nuclear waste beyond a minimum 
acceptable distance from any deep borehole, and a third that confirms 
there are no open boreholes near any vault rooms containing nuclear 
waste. 

For the inadvertent human intrusion scenarios, we examine four cases 
in Section 6.8, drawing from the studies documented by Wuschke (1991, 
1992). The probabilities of occurrence are very small, with maximum 
values that are less than 5 x for all times up to lo4 a. The 
probabilities also change with time because of considerations such as 
the length of time for which active and passive institutional controls 
are expected to bc effective. 

3. We have estimated the radiation dose associated with these scenarios, 
and (for the SYVAC and human intrusion scenarios) calculated the cor- 
responding radiological risk. We use the risk equation specified by 
the AECB (1987a), with a modification (described in Section C.4 of 
Appendix C) when estimated annual doses exceed 1 Sv/a (the threshold 
assumed tor deterministic ettects on human health). The estimated 
dose and calculated risk pertain to a member of the critical group, a 
hypothetical group of individuals expected to receive the largest 
impacts from a disposal system. From the results discussed in Chap- 
ter 6, we reach the following conclusions. 

For the SYVAC scenarios, our estimates of radiation dose have made use 
of both deterministic and probabilistic pathways analyses (Sec- 
tions 6.3 to 6.6). The deterministic analysis is used to improve our 
understanding of the system model, whereas the probabilistic analysis 
is used to estimdte irripacts that include the efLects u1 pardmeler 
uncertainty and variability. For the probabilistic analysis, the 



variable of interest is the arithmetic mean of a set of estimates of 
annual dose (AECB 1987a). We have calculated the arithmetic mean from 
sets ot up to 4 U  O U O  randomly sampled simulatiuns, and evaluated con- 
tributions from the 68 radionuclides (Table 5-4) found in the irra- 
diated uranium dioxide fuel and Zircaloy sheaths from a CANDU reactor. 

For the SYVAC scenarios, the arithmetic mean of the estimates of 
annual dose slowly rises to 1.0 x 10-11 Sv/a at lo4 a after closure 
(Figure 6-18 and Section 6.5.2). The calculated radiological risk 
also rises slowly, to a value of 2 x 10-l3 (chances of receiving a 
serious health effect per year) at lo4 a. This radiological risk is 
more than 6 orders of magnitude smaller than the AECB risk limit of 

serious health eTfecLs per year. Results from the median-value 
simulation show smaller values: the estimated annual dose at lo4 a is 
3 x 10-18 Sv/a (Section 6.3.2) and the probability of a serious health 
ef fec t  (risk) is 6 x per year. The mean values from the ran- 
domly sampled simulations are considerably larger because of the 
effects of uncertainty, which produce a distribution of estimated 
impacts that is highly skewed. Most values are small, but a few are 
large, and the arithmetic mean dose is much greater than the corres- 
ponding estimate from the median-value simulation. 

For the open~borehole scenarios, wc notcd above that their probability 
of occurrence is so small that these scenarios would not contribute 
significantly to the radiological risk (Section 6.7). Nevertheless, 
we have also estimated potentfal radiation doses associated with an 
open borehole that is deep enough to pass near the disposal vault. 
The results, discussed in Section 6.7.4, indicate that estimated 
annual doses attributed to an open borehole would be more than 4 
orders of magnitude smaller than the dose associated with the AECB 
risk criterion, provided that there was a minimum distance of about 
30 m between the borehole and any vault room containing nuclear waste. 
In fact, the actual minimum distance for the reference disposal system 
is likely to be much smaller than 30 m. We have also used SYVAC3-CC3 
to simulate a situation where an open borehole passes just 5 m from a 
vault room containing nuclear waste, and the results suggest estimated 
annual doses would be less than the dose associated with the AECB 
criterion. 

For the lnadvertent human intrusion scenarios, estimated radiation 
doses are largest at earlier times and can exceed 1 Sv/a because these 
scenarios involve a by-pass of all protective barriers in the disposal 
system (Wuschke ( 1 9 9 1 ,  1 9 9 2 )  and S e c t i n n  6 . 8 ) .  Their probabilities of 
occurrence are small near the time of vault closure, but tend to 
increase with time. From our analysis, we conclude that the calcu- 
lated radiological risk reaches peak values of about 3 x 10-lo serious 
health effects per year within 300 a following closure of the disposal 
vault. This calculated risk is more than 3 orders of magnitude smal- 
ler than the AECB risk criterion. The results also indicate the 
r d d i o l v g i c a l  risk is decreasfng at lo4 a, because the rate of decrease 
in the estimated annual doses is greater than the rate of increase of 
probabilities of occurrence. 



The totalradiologicalrisk is given by the sum of the risks from all significant 
scenarios; for the reference disposal system, the two significant scenarios 
are the SYVAC and inadvertent human intrusion scenarios. The resulting 
curve would be similar to that shown in Figure 6-27, because the calculated 
risk from the inadvertent human intrusion scenarios is much greater than 
the calculated risk from the SYVAC scenarios. Thus we conclude that, on 
the basis of our current understanding, the total risk is significantly 
smaller than the AECB risk criterion for all times up to lo4 a. The 
discussion in Section E.2 indicates that this conclusion would remain 
unchanged when considering the 1990 revisions to the ICRP recommendations 
(ICRP 1991). 

We conclude that the reference disposal facility would meet the radiological risk criterion of serious 
health effects per year to individuals of the critical group for times up to 1d a,  with a large margin of safety. 

8 . 2 . 2  f urnmar f ima 

The AECB requires estimates of impacts associated with nonradioactive con- 
taminants released from the disposal facility (AECB 1985, 1987a). Although 
we estimate chemical toxicity impacts only for the SYVAC scenarios (Section 
6.5.3), we believe similar results and conclusions would apply to the other 
scenarios for the reference disposal system. 

The analysis of the SYVAC scenarios includes simulations of the movement of 
nine chemical elements found in the nuclear waste: antimony, bromine, cad- 
mium, cesium, chromium, molybdenum, samarium, selenium and technetium. The 
magnitude of their impacts generally depends on their concentrations in the 
water, soil and air used by members of the critical group. 

Our study results show that bromine has the largest estimated concentra- 
tions in the local habitat of the critical group (Section 6.5.3). However, 
its concentrations are extremely small when compared with existing regula- 
tlons and naturally occurring concentrations. For example, limits on bro- 
mine concentrations in water set by Health and Welfare Canada (1989) (see 
also McNeely et al. 1979) are approximately mol/rn3. Our estimates of 
bromine concentration in well and lake water are more than 6 orders of 
magnitude smaller. Similarly, our estimates of bromine concentrations in 
soils near the discharge areas are also more than 6 orders of magnitude 
smaller than naturally occurring levels (Bowen (1979) reports a median 
concentration of bromine in soil of 1 x lo-* mol/kg). 

Estimated concentrations for the other eight chemically toxic elements are 
even smaller, and similar observdtiurls d ~ t !  111dde. T h u s  none of the nine 
chemically toxic elements deriving from the disposal vault would exceed 
existing regulations or guidelines, nor would they add significantly to the 
naturally occurring concentrations of these elements in the environment. 

We conclude that the reference disposal facility would not lead to significant chemical toxicity impacts to 
individuals of the critical group for times up to ld a. 



8.2.3 Summarv of Estimated Im~acts on the Environment 

The AECB (1987a) and the federal Environmental Assessment and Review Pro- 
cess Panel (EARP 1992) require that the disposal system provide for ade- 
quate protection of the environment from both radioactive and nonradio- 
active contaminants (AECB 1987a). We have carried out a detailed analysis 
of this topic for the SYVAC scenarios and believe that similar results and 
conclusions would apply to the other scenarios for the reference disposal 
system. 

Our analysis of the reference disposal system for the SYVAC scenarios 
includes estimates of concentrations in the water, soil and air for the 68 
radionuclides and 9 chemically toxic elements of concern (Section 6.5.4). 
These estimates pertain to that part of the environment that would poten- 
tially be most contaminated by the discharge of groundwaters that have 
passed thro~~gh nr near thp refprenre di spnsal vat11 t The eqtimated cnnren- 
trations are extremely small at all times, and hence we examine condensed 
results: the maximum (for times up to lo5 a) of their mean estimated con- 
centrations in the biosphere. 

For each contaminant, we compare its maximum estimated concentrations with 
its environmental increments. Environmental increments are a measure of 
L l l e  val-iabiliLy irl Lhe bdselirle or. exisLirly curlcer~LraLiuns uf d cvr~Lal~~irldr~L 
in the environment, and they provide a stringent test to identify contami- 
nants that are potentially si nificant (Amiro 1992a, 1993). Our compari- 
sons show that only 14C! and lq91 have t-he potential to exceed their envi- 
ronmental increments for soil and water (Section 6.5.4) . Thus only 1 2 9 ~  
and 14c in soil and in water require more investigation. 

We have, therefore, examined further the potential effects of 14c and 12'1. 
Our analysis shows that both 14c and from the reference disposal vault 
would not lead to significant impacts on the environment for times up to 
lo4 a. We base this conclusion on their possible chemical and radiolo ical 
toxicity impacts. For instance, estimated annual doses to lo5 a from q4C 
and are many orders of magnitude smaller than the total annual dose 
from natural sources of radiation, for members of the critical group (Sec- 
tion 6.5.2) and for four nonhuman target organisms (Section 6.5.4). 

Our studies indicate that the reference disposal facility would not lead to significant impacts on the 
environment for times up to lo4 a ,  taking into consideration both humans and nonhumans that would reside in 
that part of the environment that would be most contaminated. 

8.2.4 Summarv of Impacts Bevond lo4 a 

If the dose estimates do not reach their maxima within lo4 a after closure, 
then reasoned arguments must be presented'showing that radionuclide 
releases to the environment will not suddenly and dramatically increase, 
that acute radiological risks will not be encountered by individuals, and 
that major impacts will not be imposed on the biosphere (AECB 1987a). Our 
analysis of the SYVAC scenarios for the reference disposal system shows 
that the estimated radiation dose is still increasing at lo4 a and thus we 
have extended our studies to times beyond lo4 a. 



We consider quantitative arguments to the extent feasible, with additional 
support from qualitative arguments based on observational evidence and 
well-established scientific principles. The analysis in this report 
examines the projected behaviour of the reference disposal system, assuming 
it continues to operate' far into the future without any major disruptions 
or disturbances. Additional documentation in the EIS (AECL 1994a) discus- 
ses the effects of potential disturbances. 

Long-Term Behaviour of an Undisturbed Disposal System 

The simulations performed for the SYVAC scenarios for times up to lo5 a 
exhibit trends in contaminant transport and estimates of impact that would 
be expected for an undisturbed reference disposal system. The overall 
trends show that estimates of annual dose and risk are increasing for times 
up to lo5 a (Section 6.5.2), although the estimated annual dose remains 
many orders of magnitude below the annual dose associated with the AECB 
risk criterion and even further below the total annual dose from naturally 
occurring sources of radiation. Thus acute radiological risks will not be 
encountered by individuals for times up to lo5 a. The results also indi- 
cate that radionuclide releases to the environment will not suddenly and 
dramatically increase and that major fmpacts will not be imposed on the 
biosphere for times up to lo5 a. 

Projections to longer times (Section 7.2.2) indicate that doses from 
would become insignificant after about lo6 a and that other radionuclides 
would eventually become important contributors to the total dose. After 
about lo6 a, the inventory of radionuclides would be dominated by uranium 
and its decay products, and it would be appropriate to assess potential 
impacts through comparisons with impacts of naturally occurring uranium ore 
deposits. On this basis, we expect that no sudden and dramatic increases 
will occur in radionuclide releases to the environment, no acute risks will 
be encountered by individuals, and no major impacts will be imposed on the 
biosphere. These same conclusions are also reached when considering the 
effects of potential disruption and disturbances such as glaciation, earth- 
quakes and meteorite impact (AECL 1994a). 

We conclude that the reference disposal system will meet the requirements stated in the AECB Regulatory 
Document, R-104 (AECB 1987a), for times far into thefuture. 

8.2.5 Important Features of the Reference Dis~osal System 

We list here several important observations that follow from our analysis 
of the SYVAC scenarios for the reference disposal system. 

- The deterministic analysis of the median-value simulation (Sec- 
tion 6.3) is useful both in describing the operation of the 
system model and in showing how the results can be related to 
specific features of the models and data. The probabilistic 
analysis (Section 6.5) is particularly useful because it includes 
the effects of parameter uncertainty and variabilily. These 
effects are clearly important; the results from randomly sampled 
simulations show a wide variation in possible impacts because of 
the underlying uncertafnty in the model parameters. In addition, 



the estimated arithmetic averages of impacts from the probabilis- 
tic analysis are generally larger than the corresponding esti- 
mated impacts from the deterministic analysis because of this 
underlying uncertainty. 

Only two radionuclides (12'1 and 14c) and one chemically toxic 
element (bromine) reach the biosphere in appreciable quantities 
for times up to lo5 a. These contaminants have several important 
characteristics in common: they are relatively abundant in the 
nuclear waste; they are released from the used-fuel bundles by 
the instant-release mechanism; they are very long-lived (bromine 
is not radioactive); and they are transported relatively quickly 
through the vault and geosphere because they are not strongly 
retarded by sorption processes or affected by precipitation. No 
other contaminant has more than two or three of these character- 
istics. 

An important element of the disposal concept is the use of multi- 
ple barriers (Section 6.4). For the disposal system analyzed in 
this assessment, important barriers include the titanium con- 
tainer, the used-fuel and Zircaloy waste matrices, the buffer and 
the backfill, the rock within the waste exclusion distance that 
isolates the vault from fracture zone LD1, and the remainder of 
the rock between the vault and the biosphere. These barriers act 
in concert; their combined effect is a multiplicative reduction 
in contaminant movement. Our analysis has shown that the effec- 
tiveness of a barrier is both nuclide-dependent and time- 
dependent and that all barriers contribute to the delay and 
attenuation of contaminant movement. Figure 8-1 shows the poten- 
tial effectiveness of the reference disposal system for selected 
contaminants for times up to lo5 a. 

Sensitivity analyses (Sections 6.3.3, 6.5.5, Sections D.5 to D.8 
in Appendix D and Sections E.3 to E.7 in Appendix E) have identi- 
fied a number of parameters that have a strong influence on esti- 
mated impacts. We studied one such parameter, the tortuosity of 
the lower rock zone, in some detail (Section E.7, Appendix E). 
Our parametric study shows how the tortuosity affects the magni- 
tude of estimated annual dose and how the uncertainty in the 
tortuosity affects the magnitude and variability of estimated 
annual dose. These results and the corresponding results for 
other parameters can be used to guide future research studies. 
For example, our analysis indicates that it would be worthwhile 
to better quantify the tortuosity of the lower rock zone. More 
generally, because the tortuosity is interrelated with other 
parameters, we conclude it would be worthwhile to improve our 
understanding of contaminant transport in sparsely fractured 
rock. 

Sensitivity analyses have also helped to identify design con- 
straints (Section 6.4) and to study site and design features 
(Section 6.6). Derived constraints are used to improve the 
expected performance and margin of safety of the reference dis- 
posal system. In defining the properties of the reference 



EIS 6-8.1 

FIGURE 8-1: Barrier Effectiveness for Selected Contaminants. 

These results show the effectiveness of several barriers for 9 contaminants, over a time-scale of 
1 o5 a. The 9 contaminants are identified on the far left, and the 5 vertical bars represent different 
barriers. The effectiveness of a barrier for a contaminant is shown by the change in widths of the 
horizontal shaded bars. (These widths are scaled logarithmically.) For example, the bar on the far 
left surrounding the label for 14c represents a unit mass of 14c placed in the used-fuel matrix at 
t = 0, and the bar leaving the llused-fuel" barrier shows the fraction that would escape over the next 
1 o5 a is only 6 x or 6%. The remaining 94% has either decayed (to stable 1 4 ~ )  or is still 
trapped in the used fuel. The fraction of 14c that gets past all barriers is only 7 x loQ. Actually, this 
fraction would be much less than 7 x because the method of calculation greatly overestimates 
effects of a sequential combination of barriers (Section 6.4). 
The effectiveness of a barrier varies from one contaminant to the next. These results show the used- 
fuel matrix is very effective for 2 3 9 ~ u  and Sb but less so for the other contaminants; the underlying 
reasons are related to how contaminants are released from used fuel (Section 5.2 and Johnson et al. 
1994b). More than one barrier may be very effective in controlling releases of a particular 
contaminant. For example, buffer and backfill, and rock within the exclusion distance, are very 
effective for 9 9 ~ c .  



disposal system, we selected a constraint pertaining to the 
orientation of the vault relative to a nearby fracture zone. 
When it is applied, this constraint improves the margin of safety 
by orders of magnitude and leads to considerably smaller esti- 
mates of radiation dose over times up to lo5 a. 

Effects of Recent R&D Information 

The analysis presented here is based on an R&D program that has been in 
place for more than a decade. During this time, the models and data used 
in the postclosure assessment have steadily improved as more research 
results and information became available from our own research program, 
from similar programs in other countries, and from the general scientific 
literature. 

In the following remarks, we discuss some recent information that could 

lead to significant changes in the models and data used in the postclosure 
assessment. We also describe the anticipated effects on the results and 
conclusions of this assessment. 

- The ICRP has recently revised its recommendations for the calcu- 
lation of dose and risk (ICRP 1991). The primary ref~erence for 
the biosphere model (Davis et al. 1993) and a supporting document 
(Zach and Sheppard 1992) discuss these  recommendation,^ in more 
detail. Our analysis (Section E.2 in Appendix E) suggests that 
the revised recommendations would increase the estimo-Les of 
annual dose by about a factor of 2 and risk by about i2 factor of 
6. These small changes would not alter the overall conclusions 
of this ~ostclosure assessment. 

- Results from recent experiments suggest that some changes are 
required to the model describing the transport of conl~aminants in 
the vault, including diffusion in the buffer and the effects of 
transport across the buffer-backfill and backfill-rock inter- 
faces. The changes, discussed in the primary reference for the 
vault model (Johnson et al. 1994b), would lead to small increases 
in the rates of release of 1 2 9 ~  and 14c from the vault and to 
larger increases for "TC. Scoping calculations using SYVAC3 -CC3 
suggest that corresponding increases would occur in the estimates 
of the total annual dose, principally from 12'1. However, the 
increases are so small that the overall conclusions of the post- 
closure assessment would remain unchanged. 

- Other recent studies have suggested possible revisions to the 
data for the instant-release fractions for 14c and "TC. The new 
data would lead to much smaller instant rcleascs of th.csc two 
radionuclides (Johnson et al. 1994b) and would reduce their con- 
tributions to radiation dose. However, there would be little 
effect on total annual dose because neither 14c nor "TC are the 
major contributors to total dose. 

- Recent information and work in progress at the WRA have identi- 
fied a number of improvements to the network of segments used in 
the geosphere model and discussed in Section 5.4 and in the 



primary reference for the geosphere model (Davison et al. 1994b). 
In particular, current field information indicates that fracture 
zone LDI does not extend down to or past the vault horizon and 
that LD1 is not hydraulically well-connected with other major 
fracture zones. Moreover, current field information indicates 
groundwater velocities in LD1 are smaller than those used in this 
report, and effects such as transverse diffusion (or diffusion 
into the rock matrix) may be significant (Davison et al. 1994b). 
We expect that these changes would lead to large decreases in 
contaminant transport and estimates of dose because of the impor- 
tance of LD1 in the transport of contaminants from the vault to 
the biosphere for the reference disposal system. If the above 
improvements were implemented, the overall conclusions of this 
assessment would still hold, but the margin of safety would be 
much larger. 

- Work is now in progress to improve our understanding and quanti- 
fication of the long-term corrosion behaviour of titanium and 
other metals, such as copper. Research results indicate that 
these metals could be used to construct a very durable container 
(Johnson et al. 1994a,b). The analysis reported in Section 6.6 
indicates that a such a container could be very effective in 
reducing impacts. 

- This report has identified 14c and as the main contributors 
to annual dose, and research is continuing to study their 
behaviour in the biosphere. Two studies of their rates of degas- 
sing from soils were completed in 1993. 

For 14c, Sheppard et al. (1994) now recommend a rate constant 
that is about twice as large, but with a narrower range of 
possible values than the corresponding data used in this 
postclosure assessment. A larger rate constant would lead to 
increased degassing of 14c, thereby reducing its concentration in 
soil and increasing its concentration in air. Given the relative 
importance of pathways involving soil and air, these new data 
might lead to smaller estimated doses attributed to 14c. 
However, the average effect would be relatively small because the 
new data for the degassing of 14c covers a narrower range 
(Sheppard et al. 1994). 

For 12'1, Sheppard et al. (in press) now recommend a rate con- 
Stant that is about 33% smallel and that has a much smaller range 
of values than the corresponding data used in this postclosure 
assessment. A smaller rate constant for 1 2 9 ~  would reduce its 
rate of degassing, and thus would increase its estimated 
concentration in soil and decrease its estimated concentration in 
air. Because pathways involving soil are more important, 
slightly larger estimated doses from 1 2 9 ~  might occur. 
Nevertheless, the average effect is expected to be comparatively 
small because the new data for the degassing of 1 2 9 ~  covers a 
narrower range (Sheppard et al. in press). 

- One potentially important radionuclide, 3 6 ~ 1 ,  does not appear in 
Table 5-4 because Goodwin and Mehta (1994) concluded that it 



could not contribute significantly to the estimated dose because 
of its small inventory. However, this conclusion is being re- 
examined because recent information indicates that there are 
additional inventories (other than those reported by T'ait et al. 
(1989) ) of 3 6 ~ 1  in irradiated CANDU fuel bundles. Studies are 
now in progress to better determine these additional i.nvenLories. 
Chlorine-36 is expected to behave much like 12'1 in th~e disposal 
system, and bounding calculations suggest that radiation doses 
attributed to 3 6 ~ 1  would be comparable to radiation dclses result- 
ing from 12'1. Thus the additional inventories of 3 6 ~ 1  could 
increase the calculated radiological risk by a factor of about 2, 
but would not affect our overall conclusions. 

POSTCLOSURE ASSESSMENTS OF OTHER DISPOSAL SYSTEMS 

One objective of the postclosure assessment was to demonstrate an approach 
that can identify and estimate possible long-term environmental impacts 
when applied to a future implementation of the disposal concept. 

Our approach is illustrated in Figure 2-1. The discussion in Chapter 2 
shows how the approach can be used to integrate research information from 
many disciplines. The approach includes scenario analysis (Chapter 4) to 
identify the scenarios that require evaluation for a specific disposal 
system. We then show, for the reference disposal system, how a system 
model and associated data are constructed by drawing from a wide range of 
information (Chapter 5). 

We demonstrate in Section 6.2 how preliminary analyses can be usled to 
derive desiqn constraints aimed at improving the margin of safet:~, and we 
use some of these design constraints to develop a final design for the 
reference disposal system. Sections 6.3 to 6.5 present a quantitative 
evaluation of the overall performance of this disposal system for thousands 
of years, including consideration of the effects of uncertaintie:;, the 
effectiveness of individual barriers, and sensitivity analysis to identify 
important parameters and features. Our discussion in Sections 6.7 and 6.8 
considers other scenarios whose probabilities of occurrence are expected to 
be small. 

Finally, in Chapter 7, we show how potential impacts covering very long 
time-scales can be constructed from the quantitative results in Chapter 6, 
together with reasoned arguments and comparisons with natural analogues. 

One strength ot the approach is the inclusion of feedback processes. We 
have noted in previous sections that information generated in one step may 
necessitate a repeat of one or more previous steps. Thus the steps need 
not be completed in a strictly linear fashion because interim results of 
the analysis may affect subsequent planning and conclusions. Allowing for 
feedback is both a desirable and powerful feature of our assessment 
approach. It provides for incorporation of new research information as 
well as new information generated by the assessment itself. Using this 
approach, up-to-date information generated during the evaluation of any 
potentlal disposal site can be assimilated lnto preliminary assessments, 
and thus contribute to decision making in a timely tashlon. 



We believe the approach developed is sufficiently flexible that it could be 
applied by a future implementing organization to assess an act-ual disposal 
system based on the concept. In fact, we expect that the postclosure 
assessment would play an integral role in all stages of the implementation 
of a disposal system. 

- During the siting stage, preliminary assessments would be per- 
formed for a number of different sites. Initially the models and 
data would be based mostly on reconnaissance studies, and the 
results would help to select a small number of sites for detailed 
investigation. For selected sites, more detailed information 
would become available from exploratory excavations, and would 
then be used to develop more detailed models and data. Subse- 
quent postclosure assessments would contribute information, 
required as part of licensing actions, on the technical accepta- 
bility of each potential site, including information on how the 
performance of a site might be improved through the choice of 
particular engineering design features and the use of design 
constraints. 

- During the construction of a disposal facility, further post- 
closure assessments would be performed, drawing from the large 
volume of information arising during construction. We expect 
that this information would lead to considerable refinement in 
the models and data because many of the assumptions made earlier 
will be resolved during the extensive characterization of the 
underground facilities. This large volume of research and field 
information would also provide increased confidence in the 
results of subsequent assessments. As the construction proceeds, 
results from preliminary assessments would contribute to the 
engineering design, with objectives aimed at improving both the 
cost-effectiveness and performance of the disposal system. 

- During the operation stage, postclosure assessments would be used 
to confirm and refine operating and design constraints. Informa- 
tion from monitoring activities during and after operation will 
provide opportunities to further increase confidence in the 
models and data, and in the results of the assessments. Even- 
tually, a "final" postclosure assessment would be complctcd, 
providing information important to the licensing decision to 
decommission and later close the disposal facility. 

CONCLUSIONS FROM THE STUDY OF THE REFERENCE DISPOSAL SYSTEM 

The models and data used in this report are based mostly on surface and 
limited borehole information, supplemented by research and development 
information on the environment and on a set of engineered system compo- 
nents. This information is roughly equivalent to what would be obtained 
during site evaluation prior to exploratory excavation. 

The study has identified certain design and engineering constraints that 
would improve the margin of safety of the system that was analyzed, it has 
produced quantified estimates of impacts to the environment and to the 



hypothetical group of people who are most at risk, and it has identified 
components of the system that have the strongest influence on uncertainty 
in the estimates of impact. 

The study results show that the estimated impacts for the reference disposal system are far belalw limits of 
regulatory requirements, even when uncertuinties are tuken into account. On the basis of expected conditions 
in the reference disposal system, it is reasonable to expect that the system would remain safe indefinitely into 
the future. Because the design used was not optimized for safety, and because many of the assu:mptions made 
tend to overestimate impacts, we believe that an optimized, well-engineered facility would provide an even 
greater margin of safety. 

Finally, if the assessment pertained to an actual candidate site, these assessment results would support a 
decision to proceed with further exploratory studies, including exploratory excavation. 
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A.l INTRODUCTION 

Several methods of analysis have been developed to implement the assessment 
approach described in the main text for the postclosure assessment. In this 
appendix, we give more detail on three such methods: scenario analysis, 
systems variability analysis (SVA) and sensitivity analysis. They are used 
in the six steps, shown in Figure A-1, to prepare the postclosure 
assessment. 

Section A.2 describes scenario analysis (step 2 in Figure A-1). This tool 
was developed to identify the factors that must be included in assessing 
the future performance of a disposal system. It provides a systematic 
approach to provide confidence that all important factors have been 
weighed, with due concern for the time frame and specific objectives of the 
postclosure assessment. One of the outcomes of scenario analysis is the 
creation of a priority list of factors to be considered in the construction 
of mathematical models of the disposal system being studied. 

Most of these factors are included in the SYVAC scenarios (Chapter 4 in the 
main text) for our study of the reference disposal system. They typically 
appear as parameters used in the mathematical description or system model. 
For instance, annual rainfall at a disposal site is described by a para- 
meter that represents the long-term average. Related quantities can also 
appear in the model, such as the size of a lake near the disposal site and 
the size of the catchment area that drains into and through the lake. 

The parameters used in the system model require numeric values, and these 
values may be uncertain. Experts must be consulted to determine whether a 
single value or a range of values is more appropriate. When a large number 
of parameters is described by different ranges of possible values, the 
assessment method may require special capability to deal with uncertainty. 
This is the situation we observe for the postclosure assessment. 

Section A.3 describes the principal method used in this document for quan- 
titative analysis of effects. Systems variability analysis, or probabilis- 
tic systems analysis, was developed to treat uncertainties in the para- 
meters that define the mathematical model of a disposal system (Dormuth and 
Quick 1980) and is implemcntcd in the SYVAC3-CC3 computer code. SYVAC3 is 
an acronym for =stems yariability Analysis Code, generation 3; it is an 
"executive" code that performs SVA for any system model. Our assessment of 
the reference disposal system uses SYVAC3-CC3, where CC3 is an abbreviation 
of the models for the Canadian Concept, version 3, used to describe the 
reference disposal system. For the detailed quantitative studies described 
in this document, we use SYVAC3-CC3 in steps 3 through 5 of Figure A-1: 

- Step 3 (develop models and data) produces computer models and 
parameter distributions to be used in estimating environmental 
impacts. We designed SYVAC3 to handle the types of models and 
parameter distributions needed for the assessment, including the 
"switch" parameters described in Chapter 4 in the main text. The 
use of SVA and SYVAC3 imposes some constraints on models and 
data; for example, the models should be computational1:y efficient 
so that thousands of simulations can be performed. 
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F I G U R E  A-1: Overview of the Six Steps in the Assessment Approach 

Steps 2 through 5 use some special tools that have been developed for the postclosure assessment: 
scenario analysis, systems variability analysis and sensitivity analysis. These tools are described in 
Appendix A. 
In applying this approach, the steps are not completed sequentially; instead, there is considerable 
feedback between steps. The figure also indicates that there exists a strong interplay between the 
postclosure assessment and the R&D program. 



In step 4 (estimate impacts), we perform thousands of simulations 
and complete enough simulations to obtain statistically robust 
estimates of important conseqllences. The number of s.imulations 
required depends not on the number of parameters in the system 
model but on their distributions. Consequences often have highly 
skewed distributions. 

Systems variability analysis simplifies step 5 (apply sensitivity 
analysis) by providing parameter distributions that can be used 
to define a common scale for variations in parameter values. For 
example, each parameter can be varied from its loth to its goth 
percentiles, so that the influences of different parameters are 
more readily compared. Systems variability analysis also gener- 
ates large quantities of data from randomly sampled simulations 
that can be used in displaying the effects of important para- 
meters. 

Section A.4 documents our methods for sensitivity analysis. Sensitivity 
analysis is used to identify influential features of a mathematical model, 
and then to demonstrate how these features affecL Lhe ~rlodel results. The 
complicated system model used in the postclosure assessment has a large 
number of parameters to analyze. At the same time, each simulation may 
require several minutes to run on modern computers. We have developed new 
methods to screen parameters and identify the influential ones using a small 
number of simulations. We apply sensitivity analysis to study variations 
for a single reference simulation (deterministic sensitivity analysis for 
the median-value simulation) and also for parameters varying across their 
full ranges (probabilistic sensitivity analysis). 

Finally, in Section A . 5 ,  we outline our manaye~l~erlL of computer resources, 
and describe those resources, associated with running SYVAC3-CC3 and 
related computer codes. 

A.2 SCENARIO ANALYSIS 

A.2.1 INTRODUCTION 

The postclosure assessment must estimate impacts for thousands of years 
into the future, and it is important to recognize and account for all pos- 
sible long-term system characteristics that might lead to harmful long-term 
consequences. We must also identify issues that are likely to be important 
and ensure that they are accounted for in the assessment. 

Several studies of important long-term safety issues were carried out dur- 
ing the cuurse uf the Canadian Nuclear Fuel Waste Management Program 
(CNFWMP) (Merrett and Gillespie 1983; Heinrich 1984a; Davis 1986a,b; 
Stephens et al. 1987; Stephens and Goodwin 1989). Scenario analysis is an 
evolution of these studies. It is a systematic proccdure used to identify 
and describe all the important issues that should be examined in the post- 
closure assessment. 



Scenario analysis has two main objectives: 

1. Produce a comprehensive list of potential issues (factors) that 
could affect the operation of the disposal system. Scenario 
analysis provides a systematic approach to identify potentially 
impurLanL I d c L u ~ s  aad gives confidence that all slgnlficanr fac- 
tors have been recognized. 

2. Provide a logical framework for evaluating the importance of the 
factors. This framework leads to a set of scenarios, and all 
significant factors following from the first objective appear in 
one or more scenarios that require quantitative evaluation for 
times up to the first lo4 a following closure of the disposal 
vault. Three scenarios are defined for the reference disposal 
system in Chapter 4 of the main text. 

A factor is a distinguishing characteristic of the disposal system, its 
surroundings, or of perturbing external or internal events. Factors 
include features, events or processes t - h a t  have the p n t - ~ n t - i a l  t n  a f f e c t  
some component of the disposal system, and thereby to affect the type or 
magnitude of the health and environmental impacts. Examples of these types 
of factors are 

- features: vault geometry and layout, rock and buffer properties, 
presence of wells near the disposal site, surface water bodies, 
human diet; 

events: seal and grout failures, earthquakes, failure of dams, 
human intrusion into the vault after closure, agricultural fires, 
forest fires; and 

- processes: container failure resulting from corrosion, chemical 
alteration of the vault buffer, diffusion of contaminants in pore 
water, weathering of rock, chemical interactions between contami- 
nants and minerals, soil leaching, irrigation of crops. 

A scenario is "a sketch, outline or description of an imagined situation or 
sequence of events" (NEA 1992) or, in the postclosure assessment, a possi- 
ble future of the waste disposal site that takes into account a specified 
set of factors. These factors describe possible mechanisms affecting the 
performance of the disposal system in immobilizing and isolating nuclear 
fuel waste. Several scenarios may be defined, depending on the number of 
distinct combinations of factors that are feasible. 

The following discussion summarizes the scenario-analysis procedure that 
was developed for the postclosure assessment (Goodwin et al. 1934). Its 
application to the reference disposal system studied in this postclosure 
assessment is summarized in Chapter 4 in the main text. 

The procedure developed for scenario analysis is based on a scheme intro- 
duced at Sandia National Laboratories (Cranwell et al. 1982, 1987; Bonano 
et al. 1989). It also draws on work by the International Atomic Energy 



Agency (IAEA 1985), the Swedish Nuclear Fuel and Waste Management Company 
(Andersson et al. 1989) and the Organization for Economic Cooperation and 
Development (OECD) Nuclear Energy Agency (NEA 1992). 

The procedure for scenario analysis consists of the six steps shown in 
Figure A - 2 .  The first three steps are focussed on the first objective of 
scenario analysis; they yield a comprehensive list of factors that could 
influence the performance of the disposal facility for a particular case 
study. The second three steps concentrate on the second objective; they 
yield a set of important scenarios that should be evaluated quantitatively. 
These steps should be completed by a group whose members encompass a wide 
range of expertise. 

In the following paragraphs, we describe the six steps in the procedure, 
including some pragmatic recommendations resulting from its application. 
One such recommendation is especially notable: to make the procedure work- 
able, the scope of the analysis should be restricted as early as possible. 
Thus in applying the first three steps, we focussed the analysi,~ to the 
concept for disposal of Canada's nuclear fuel waste, which made the search 
for all potentially important factors more tractable. We further focussed 
the analysis, for steps three to six, on the reference disposal system 
evaluated in this document. The use of this particular (but hypothetical) 
disposal facility at a specific site has helped to develop a priority list 
of important factors and to identify scenarios requiring quantitative 
evaluation. 

Step 1 - Identifv Factors 

The objective of the first step is to prepare a comprehensive list of fac- 
tors. The list is obtained following a series of unconstrained, free- 
ranging meetings, with no restrictions on the types of factors identified. 
Other related studies also need to be reviewed, to help create an initial 
list of factors. 

It is useful to limit the scope of this step to one particular concept for 
waste disposal because a formidable list of factors would be obtained when 
considering disparate concepts such as deep geological disposal and dispo- 
sal in solar orbits. 

Step 2 - Classifv the Factors 

The list of factors identified in step 1 are re-organized and re-ordered. 
Many different classification schemes are examined, with the objective 
being to identify missing factors. 

Examples of classifications include 

- type of factor: feature, event or process; 

- component of the disposal system mostly affected: vault, geosphere 
or biosphere; 

- suhcomponents affected, such as the wasteform, container, buffer 
and backfill in the disposal vault; 



FIGURE A - 2 :  The Six-Step Procedure Used to Identify and Select Scenarios 
for the Postclosure Assessment 

The functions of the six steps are to 
1. identify all the factors that might conceivably have an impact on the behaviour of the disposal 

system, 
2. use various classification schemes to identify additional factors not identified in the first step, 
3. screen the factors so as to create a priority list identifying those that require further evaluation, 
4. integrate the factors from step 3 to form a complete set of scenarios, 
5. review these scenarios to identify those that require further assessment, and 
6. provide the descriptions required for subsequent mathematical modelling. 

The scenarios described in step 6 are then subjected to further evaluation in the postclosure 
assessment. The procedure also requires evaluation of and justification for all factors and scenarios 
that have not passed the screening in steps 2 and 5. 



origin of the factor: naturally occurring, vault-induced, or 
human-induced; 

major mode of action: biological, chemical, or physical; and 

pathway by which the critical group would be affected: ingestion, 
inhalation or external exposure. 

Step 3 - Screen the Factors 

The purpose of step 3 is to examine each of the factors listed in the first 
two steps and to establish a priority list of important factors needing 
further evaluation. In fact, wc established two priority lists: the f i l s t  
pertains to times up to lo4 a, and the second extends to times beyond lo4 a 
(reflecting regulatory criteria (AECB 1987), which proscribe how the post- 
closure assessment should address the two time frames). Important factors 
are passed onto step 4. The other factors are those considered suffi- 
ciently unimportant that they do not warrant further considerati.on. 

This priority list can change for an assessment of a different clisposal 
system or even for another assessment of the same disposal system. As more 
informatfon becomes available, it may be feasible and important to add some 
factors to the list passed onto step 4. Conversely, assessment studies may 
indicate the deletion of some factors that had previously been passed. Our 
experience has been that the list tends to grow in size: new fac:tors are 
added, but rarely are any factors deleted. Although some factors now known 
to be unimportant could be deleted for the analysis of the reference dispo- 
sal system, they have invariably been retained because of the time and 
expense required to remove them from the computer code and data used in the 
postclosure assessment. 

If a factor is included in the priority lists, reasons for its elimina- 
tion must be formally documented. Examples of such reasons might Include 

- A factor is considered to lie outside the scope of the assessment 

- Its probability of occurrence is so small that it could not con- 
tribute significantly to the risk associated with the disposal 
system. 

~ t s  impacts are so small that it could not contribute signifi- 
cantly to the risk associated with the disposal system. 

- 1t would not proceed to any significant degree or extent over the 
time frame of the assessment. 

We strongly recommend that scenario analysis be focussed on a pa.rticular 
disposal facility at a particular disposal site as early as possible and, 
certainly, at or before this step in the procedure. In our experience, it 
is easier to develop credible arguments to justify elimination o f  many 
factors when dealfng with a specific rather than a generic disposal system 
design and site. 



The goal in step 4 is to integrate syslematically the important factors 
into a comprehensive set of scenarios that require further evaluation. 

The recommended approach is to first. define a central scenario that con- 
tains as many factors as possible. In general, the central scenario should 
include factors that are expected to be always important, that occur fre- 
quently, or that proceed to a significant degree over the time-scale of 
concern. 

Our experience has been that the characteristics of the central scenario 
are strongly influenced by the approach available for subsequent estimates 
of impact, including the maturity of available models and data. We have 
also found that the flexibility offered by SVA (Section A.3) allows the 
combination of many simple scenarios into a compound scenario. They are 
combined by defining suitable "switch" parameters that control the selec- 
tion of mutually exclusive options. For instance, Chapter 4 in the main 
text describes the SYVAC scenarios for the reference disposal system. This 
is the "central" scenario, and we refer to it in the plural to emphasize 
that these compound scenarios include many options, such as whether the 
source of drinking water for the critical group is a well or a lake. The 
corresponding switch parameter describes the probability of occurrence of 
the use of the well, and the thousands of simulations performed using SVA 
will sample the required number of simulations involving both options. 

The remaining, or "residual" factors that do not appear in the central 
scenario are used to construct a complete set of alternative scenarios. 
For n residual factors, there are 2n-1 possible combinations containing one 
or more residual factors. Each alternative scenario then includes one of 
these combinations, plus all the factors appearing in the central scenario 
(except that any incompatible factors from the central scenario are 
excluded). 

Our experience for the reference disposal system, discussed in Chapter 4 in 
the main text, has shown that some combinations of two or more low-probabi- 
lity residual factors would have extremely small probabilities of occur- 
rence and need not be considered as scenarios. For example, the prob- 
abilities of occurrence near the disposal vault of a meteorite strike and a 
large earthquake are both very small, and there is no need to consider an 
alternative scenario involving an earthquake together with a meteorite 
(although there may be a need to examine separately an "earthquake" sce- 
nario and a "meteorite" scenario). 

This approach can lead to a small number of scenarios passed on to step 5 
if only a few factors are not included in the central scenario. 

SteD 5 - Screen the Scenarios 

Each of the constructed scenarios from step 4 is reviewed to eliminate 
those judged not feasible or not important. As before, arguments must be 
documented supporting the elimination of a scenario. Examples of such 
arguments include those cited for step 3 and 



- conservative estimates of impact may show that a scenario could 
not have a significant impact, and 

- two or more similar scenarios can be combined into one scenario. 

As in step 3, it is desirable to focus application of the procedure on a 
particular disposal facility at a particular disposal site because it is 
easier to develop credible arguments when the design and site are specific 
and not generic. 

S t e ~  6 - Define Scenarios 

In the last step, the central scenario and any alternative scenarios are 
described in detail, to help guide the preparation of models and data for 
the postclosure assessment. The detailed descriptions identify important 
issues that require clarification, such as time duration and sequencing of 
factor effects. 

A probability of occurrence is also assigned to each scenario requiring 
quantitative evaluation. In some instances this may not be feasible. For 
example, in applying the procedure to the reference disposal system, we 
concluded that it was not possible to assign in advance a credible probabi- 
lity of occurrence for the open-borehole scenarios (Chapter 4 i n  the main 
text): we expected that its probability of occurrence was small, but could 
not arrive at a quantitative statement. We resolved this prob1e:m by out- 
lining a strategy describing how the open-borehole scenario should be 
handled in the assessment study. In effect, we postponed estimating the 
probability of occurrence of the open-borehole scenarios until the time of 
the detailed assessment. We could then draw on information from1 the analy- 
sis of the SYVAC scenarios to provide support for some of the discussion of 
the open-borehole scenarios. 

A.3 SYSTEMS VARIABILITY ANALYSIS 

INTRODUCTION 

Scenario analysis (Section A . 2 )  produces a list of factors that require 
quantitative evaluation in the postclosure assessment of the reference 
disposal system. Many of these factors appear as parameters in the associ- 
ated mathematical description, or system model, of the reference disposal 
system. 

We use the system model to estimate impacts and to compare these impacts 
with regulatory criteria. One of the more important criteria i s  the radio- 
logical risk limit set bi the Atomic Energy Control Board (AECB) (1987), 
which must be met for 10 a following closure of the disposal facility. 

Over this time-scale, much uncertainty exists in the values of many of the 
parameters used by the system model. The available data and undlerstanding 
of the disposal system are limited to studies of short duration and limited 
ranges of experimental conditions. The assessment studies must extrapolate 
the data and understanding to chemical and physical conditions aind to time- 



scales that are not directly accessible through laboratory and field stud- 
ies. It is essential, therefore, that the assessment accounts for the 
ur~ce~lair~ty inherent in making such extrapolations. 

There are several potential approaches for handling uncertainty in environ- 
ment-a1 impact assessment (see, for example, ERL 1985). For preparing quan- 
titative estimates of impact for the postclosure assessment, the approach 
chosen is SVA (Dormuth and Quick 1980). 

Systems variability analysis, more commonly known as probabilistic systems 
analysis, has matured considerably over the past two decades (Goodwin 
1989a,b; Saltelli 1989). In particular, considerable progress in probabi- 
listic systems ar~alysis has been made by members of the Probabilistic 
Systems Assessment Code User Group (PSAC), organized in 1985 by the Nuclear 
Energy Agency (NEA) of the OECD, to develop and apply the SVA technique 
(Thompson et a l .  1989). One important achievement of PSAC has been the 
completion of four international comparisons of codes implementing the SVA 
approach (PSAC 1987, 1989, 1990, 1993). As a founding member of PSAC, AECL 
has participated in PSAC activities and has benefited significantly from 
the exchange of information and ideas with other members of PSAC. 

In the remainder of this appendix, we describe the SVA technique and pro- 
vide some details on SYVAC3, a computer code that implements SVA and that 
has been used extensively in the postclosure assessment. 

Systems variability analysis was developed to accomplish the following 
objectives: 

Assess a complex environmental system. A systems approach is 
required to describe all the important components of an environ- 
mental system, particuld~ly wllen there is a complex interplay 
between components. A systems approach provides the means to 
evaluate the effectiveness of each component and the means to 
assess the system as a w h n l e .  Results from preliminary assess- 
ment studies can be used to focus detailed research on those 
components having the greatest influence on estimated impacts. 
Section 6.2 in the main text describes such a case, where we 
investigate derived constraints that could improve the margin or 
safety of the reference disposal system analyzed in this report. 
Later assessment studies can then help to optimize the system in 
terms of safety and cost. 

- Account for the implications of our imprecise understanding of 
chemical, physical and biological processes that could affect the 
performance of the system. For the postclosure assessment, the 
effects of uncertainty and variability must be taken into account 
so that we can extrapolate current data and models into the dis- 
tant future and describe conditions not directly accessible in 
laboratory and field studies. 



These two objectives of SVA conform with the regulatory requirements for 
the postclosure assessment. A systems approach is appropriate because the 
radiological risk criterion (AECB 1987) is a measure of the performance of 
the entire disposal system. There are also requirements to account for 
uncertainty and variability when they affect the estimates of risk (AECB 
1987). 

Figure A-3 illustrates the SVA approach used in the postclosure assessment. 
It consists of two stages: 

development of models and data, and 

estimation of impacts. 

The development of models and data is indicated schematically on the left- 
hand side of Figure A-3. Information is obtained from research in the 
laboratory and field, from detailed analysis of experimental and theoreti- 
cal data and from the knowledge of experts. This information is used to 
construct a system model: the figure shows a system model that is a chain 
of three submodels representing the vault, the geosphere and the biosphere. 

The information is also used to define the data required by parameters of 
the system model. A key feature of the SVA is the use of probability den- 
sity functions (PDFs) for independent parameters. Thus the data for a 
parameter need not be limited to a single value; instead, it may span a 
range of values with different weights accorded to its possible values. 
Figure A-4 shows a sample PDF. There are two mathematical requirements of 
any PDF : 

the probability of any value must be greater than or equal to 
zero, and 

the integrated probability (the area under the curve in 
Figure A-4) must be equal to unity. 

Some other special requirements of models and data are discussed below. 

The second stage of the SVA approach, estimation of impacts, is illustrated 
in the box on the right-hand side of Figure A-3. A set of parameter values 
is sampled from their distributions and passed to the system model. The 
system model simulates the movement of contaminants through the vault, 
geosphere and biosphere, and produces an estimated impact, such as a set of 
radiation doses or chemical toxicity effects at selected times. The sam- 
pling, simulation and estimation of impact are repeated, using new sets of 
parameter values selected from their distributions. Typically, there may 
be a thousand or more repetitions, yielding as many estimates of impact. 
(The number of repetitions required for convergence of results is discussed 
in Section A.3.5.) 

Each estimate of impact can be individually compared with regulatory cri- 
teria if desired. We can regard the thousand simulations as a thousand 
"what-if" assessments, in which each impact estimate corresponds to a par- 
ticular combination of parameter values. We could then compare each annual 
dose estimate (ADE) with a corresponding criterion on radiological impact. 
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FIGURE A-3: Illustration of the Systems Variability Analysis Approach 

Systems variability analysis (SVA) is a central tool used to prepare quantitative estimates of impact in 
this postclosure assessment. Models and data are developed from laboratory and field research, 
detailed analysis and expert opinion. The system model illustrated is composed of submodels 
representing the vault, the geosphere and the biosphere. The feasible values (and their likelihoods 
of occurrence) of a parameter in the system model are shown as a probability density function (PDF): 
a key feature of SVA is its ability to accept a range of possible values for each parameter, specified 
using different PDFs. A set of values for all the parameters in the system model is randomly selected 
from the appropriate PDFs. These values are then used in the system model to simulate the system 
and to estimate an impact. The sampling, simulation and estimation steps can be repeated many 
times to build up a set of impacts that reflect the underlying uncertainty in the system parameters. 
The SVA approach is implemented for the postclosure assessment in SYVAC, an acronym for 
Systems Variability Analysis Code. - 
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F I G U R E  A-4: Example of a Probability Density Function 

The solid line shows the PDF for the net annual precipitation (Davis et al. 1993). It is a  normal PDF 
with a mean and standard deviation equal to 0.78 and 0.1 1 rnla respectively, and with a lower bound 
of 0.20 m/a (although this has no noticeable effect in the plot). The dotted line illustrate!; the effect of 
truncation at 0.6 mla; the probability density is then zero at values less than 0.6 rnla and is increased 
elsewhere, such that the integral of the (truncated) PDF remains equal to unity. 

Alternatively, all estimated impacts can be combined. Figure A-3 shows a 
histogram for an estimated impact versus its frequency of occurrence. In 
this sample histogram, the estimated impact could be a combination of all 
radiation doses at some time, or it could be the maximum concentration in 
time of a chemically toxic element at some position in the biosphere. The 
distribution of impacts reveals the underlying uncertainty in the model 
parameters, as captured by the thousand simulations. Another important 
combination is possible if the parameter values are randomly sampled from 
their distributions. The average of the estimated impacts corresponds to 
the statistical expectation value of the calculated impact. This expecta- 
tion value can be compared with the regulatory guidelines, standards and 
criteria, with the advantage that the underlying uncertainty in model para- 
meters is folded into the estimate. Wfth random sampling, it is also pos- 
sible to calculate the statistical confidence level of the estimalte of 
expected impact (Andres 1986, 1987; see also Section A . 3 . 5 ) .  



The SVA approach followed for the postclosure assessment, therefore, 
reflects the overall performance of the entire disposal system and accounts 
for uncertainty and variability in the parameters that define the system 
model. 

The successful applicaLion of SVA depends strongly on the quality and char- 
acteristics of its system model and data. Five important requirements of 
models and data are the following: 

- The system model and data must be capable of extrapolation, to 
cover long periods of time or chemical and physical conditions 
that cannot be studied in the laboratory. This requirement may 
be a controlling factor in the selection of the model and its 
associated data. For the postclosure assessment, we have fre- 
quently made conservative assumptions in developing the system 
and data, such that subsequent exLrapolations are defensible 
(Johnson et al. 1994, Davison et al. 1994, Davis et al. 1993). 

- Because the system model and data must take into account nncer- 
tainty and variability, it may limit the choice of the model and 
associated data. For the postclosure assessment, a set of gen- 
eral guidelines was available to define PDFs for the model para- 
meters (Stephens et al. 1989, 1993). 

- The system model must be sufficiently comprehensive to describe 
all the important components of the system and yeL simple enough 
to perform thousands of simulations in a reasonable time. For 
simulations using a computer, there is an extension: the computer 
code must be numerically stable (or robust) so that it can cor- 
rectly deal with thousands of different combinations of parameter 
values. 

The data must take parameter correlations into account. The SVA 
approach may generate thousands of sets of sampled parameter 
values, and it is important to ensure that the combination of 
parameter values within every simulation is physically possible. 
Parameter correlations are taken into account in the postclosure 
assessment; for instance, there is a correlation between the 
amounts of food and water consumed by members of the critical 
group to ensure that values chosen for these two parameters are 
consistent. 

- The models and data used must be of high quality because they 
underpin the reliability of the postclosure assessment. Model 
evaluation (compare with model validation, Appendix B, Sec- 
tion B.2) checks whether the phenomena controlling the impacts 
are adequately represented, and evaluation support for the models 
and data is provided in the primary references on the vault model 
(Johnson et al. 1994), the geosphere model (Davison et a 1 .  1994) 
and the biosphere model (Davis et al. 1993). Verification tests 
the implementations of the models against alternative fmplementa- 
tions and ensures that the data are consistent with its source; 
it also checks whether computations using the models and data 
correspond to the mathematical expression of the models. 



Verification support, discussed in Appendix B, describes the 
detailed code and data checks and software quality assurance 
program for the computer code SYVAC3-CC3. 

The computer code SYVAC3-CC3 implements the SVA approach for the postclosure 
assessment. It is described in Inore detail in Lhe next section. 

DESCRIPTION OF SYVAC3-CC3 

The system model for the postclosure assessment, describing the high-proba- 
bility situation called the "SYVAC" scenarios, is complex. It requires a 
large number of parameters to describe the expected performance of the 
disposal system for the 68 radionuclides and nine chemically toxic elements 
evaluated in this document. Chapter 5 in the main text describes the more 
important parameters, and Szekely et al. (in preparation) list all para- 
meters and their values used in this assessment. 

To handle this complex model, we have developed a host computer code called 
SYVAC3 (Goodwin et al. 1987a). The SYVAC3 code directs the second stage of 
the SVA approach; that is, it controls the sampling and simulation, and 
produces a set of corresponding estimates of impact. 

The SYVAC3 code is not a complete computer code; it must be linked with a 
mathematical model that describes the system to be analyzed. For the post- 
closure assessment, this system describes the reference disposal system, a 
hypothetical implementation of the concept for disposal of Canada's nuclear 
fuel waste. The complete computer code is called SYVAC3-CC3. The contents 
of CC3 are fully documented in the primary references on the vault model 
(Johnson et al. 1994), the geosphere model (Davison et al. 1994) and the 
biosphere model (Davis et al. 1993) and are outlined in Chapter 5 in the 
main text of this report. 

The SYVAC3-CC3 model uses more than 7000 parameters that are associated 
with the model of the reference disposal system. Many of these parameters 
are not required for all simulations or do not change for different simula- 
tlons : 

- For more efficient analysis, we have separated the contaminants 
identified in Section 5.9 in the main text into 11 groups, each 
containing seven to ten contaminants. One set of randomly sam- 
pled simulations may, therefore, involve only seven contaminants. 
Many of the parameters in the system model are contaminant-speci- 
fic, such as retardation factors, plant/soil concentration 
ratios, thermodynamic equilibrium constants and radioactive half- 
lives, which may be different for different chemical elements or 
radionuclides. For a group containing ten contaminants, SYVAC3- 
CC3 requires only about 4000 parameters. 

- Of these 4000 parameters, approximately 2600 are described using 
a "constant" PDF; that is, their values are the same in all simu- 
lations. They include the coordinates of the nodes for the net- 
work of segments in the geosphere and the number of ch~emical 
species appearing in a molecular formula. The remaini:ng 1400 
parameters are described using other classes of PDFs, such as 



normal, lognormal and uniform PDFs. Thus only about 1400 para- 
meters vary from one simulation to the next in a set of random 
simulations. 

SYVAC3 manages the simulation procedure of SVA. Figure A-5 shows the five 
basic functions of SYVAC3, which are to 

1. Input Data for Model Parameters. This function is executed once 
every time SYVAC3 is run. SYVAC3 provides a facility to automate 
the assignment of model-specific data to the corresponding model- 
specific parameters. 

2. Sample Parameter Values. For each simulation, a set of values is 
required for all the parameters that appear in the system model. 
The SYVAC3 code may be used to sample values for the following 
types of PDFs: normal, lognormal, correlated normal, correlated 
lognormal, uniform, log uniform, piecewise uniform, triangular 
and beta (Goodwin et al. 1987a). Figure A-6 shows examples of 
these functions. Two different sampling strategies are most 
frequently used in the postclosure assessment. For estimating 
arithmetic averages of impacts, we use random sampling (ol Monte 
Carlo sampling). (To choose a random value, we use a random 
number generator to select a value between 0 and 1; this value is 
then transformed using the inverse cumulative distribution method 
(Knuth 1969, Rubinstein 1981) to the corresponding parameter 
value from its PDF.) For sensitivity analysis, we typically use 
parameter values that are fixed at prescribed quantiles of their 
PDFs, such as the 0.01, 0.5 and 0.99 quantiles. The SYVAC3 code 
may also be used tn carry out deterministic simulations using 
selected values, such as the median value of every PDF. 

3. Simulate System. For each simulation, the sampled parameter 
values are used in the system model to simulate the performance 
of the system. 

4. Save Simulation Results. SpeciLied results from each simulation 
can be saved in an auxiliary computer file. In SYVAC3-CC3, the 
results saved are all estimated impacts, values of important 
intermediate variables and values of all sampled parameters. 
These results are then available for subsequent analysis, such as 
plotting and statistical analysis. 

5. Output Case Summary. The SYVAC3 code keeps track of each simula- 
tion and writes an overall summary of the results from each set 
of simulations. In SYVAC3-CC3, the summary records the number of 
simulations performed and the rlu~iber successfully completed. It 
also records the number of simulations, if any, that require 
further examination because errors were detected. 

Figure A-5 also itemizes a special function provided by SYVAC3. In 
Figure A-5, the bottom box "Time-Series Routines" provides numerical algo- 
rithms to handle time series, defined to be sets of ordered pairs, each 
consisting of a time value and the corresponding value of a variable. 
These routines are used extensively within SYVAC3-CC3 to represent all 
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FIGURE A-5: Basic F u n c L i u n s  oi SYVAC3, Displayed as a Structural Hierarchy 

The functions "Input Data for Model Parameters" and "Output Case Summary" are each executed 
once for a set of simulations. "Sample Parameter Values," "Simulate System" and "Save Simulation 
Results" are each executed many times, once for each simulation, as indicated by the looping arrow. 
The bottom box, "Time Series-Routines" represents a set of routines, provided by SYVAC3, that can 
be referenced by the system model during the simulation of the system. 

calculated variables that are a function of time, such as the rate of 
failure of containers, the flow of contaminants along a fracture, and the 
estimated annual dose. Chapter 6 in the main text contains many examples 
of plots of time series. Routines are available to perform many operations 
on time series, including add, multiply and convolve time series. The 
time-series routines can use an automatic selection of time steps to 
achieve a specified numerical accuracy in each time-series operation. 

The time-series routines are also used in combination with routines from a 
mathematical algorithm llbrary to solve systems of differential and partial 
differential equations used in the models (Heinrich 1984b, Heinrich and 
Andres 1985, LeNeveu 1987). 
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F I G U R E  A - 6 :  Sample Probability Density Functions Used in SYVAC3-CC3 

These plots show the different types of PDFs that are available in SYVAC3-CC3. The figure for the 
beta PDF illustrates the many possible shapes of this function. In addition to the distributions shown 
here, SYVAC3 also supports correlated normal and lognormal distributions, where the correlated 
parameter has values that depend statistically on an independent normal or lognormal parameter. 
Stephens et al. (1 989, 1993) provide guidelines for selecting PDFs. 



A.3.4 EXAMPLES OF THE APPLICATION OF SYVAC 

As implied by their acronyms, both SYVAC3 and CC3 are the third generation 
of a family of related computer codes (Goodwin et al. 1987a). The develop- 
ment, application and use of SYVAC3-CC3 has been achieved by building on 
the experience obtained with two prior generaLions of code. We list below 
some studies that have influenced the use of SYVAC3-CC3 in the postclosure 
assessment. They are summarized in Figure A-7. 

The first generation of the SYVAC family is now called SYVACl (Dormuth and 
Quick 1980, Dormuth and Sherman 1981). Its applications are documented in 
three assessment studies: 

- The first interim assessment of the concept for disposal of 
Canada's nuclear fuel waste in plutonic rock (Wuschke et al. 
1981). This study used a relatively simple system model and 
about 30 sampled parameters. 

- Assessments of seabed disposal of fuel recycle waste, as part of 
the work performed by the Seabed Working Group of the Nuclear 
Energy Agency of the OECD (Wuschke et al. 1983, Guvanasen 1987). 

- An assessment of the disposal of intermediate-level reactor 
waste, for the Environmental Authority of the Chalk River Labora- 
tories (Guvanasen 1985). 

These three studies indicated that it was practical to implement the SVA 
approach. The SYVACl code was transferred to the U.K. Department of the 
Environment in the early 1980s and forms the basis for versions referred to 
as SYVAC 'A' in their publications (Thompson et al. 1984, Thompson 1986, 
Hall and Thompson 1985). 

Subsequent work led to the development of SYVAC2 (Sherman et al. 1987). 
The two main applications of SYVAC2 were 

- A second interim assessment of the concept for disposal of 
Canada's nuclear fuel waste in plutonic rock (Wuschke et al. 
1985). This study used a more detailed system model containing 
over 500 sampled parameters (Heinrich 1984b, Mehta 1985, LeNeveu 
1986). It also examined two alternative waste matrices: used- 
fuel bundles and waste that could arise from the recycling of 
used fuel. 

An assessment similar to the second interim assessment described 
above, except that the emphasis was on potential chemical toxic- 
ity impacts associated with the concept for the disposal of 
Canada's nuclear fuel waste (Goodwin et al. 1987~). 

Thc SYVAC3 codc is thc latcst qcncration of thc SYVAC family. Its most 
important application is described in this document. It forms the basis of 
the quantitative analysis for the postclosure assessment of one possible 
implementation of the concept for disposal of Canada's nuclear fuel waste, 
using SYVAC3-CC3. 



FIGURE A-7: Summary of Applications of the SYVAC Family of Computer Codes 
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Other applications of SYVAC3 are 

APPLICATIONS 

Concept for the disposal of Canada's nuclear 
fuel waste (Wuschke et al. 198 1) 

Seabed disposal of fuel recycle waste 
(Wuschke et al. 1983; Guvanasen 1987) 

Geological disposal of intermediate-level 
reactor waste (Guvanasen 1985) 

Concept for disposal of Canada's nuclear fuel 
waste, including used fuel and fuel recycle 
waste (Wuschke et al. 1985) 

Concept for the disposal of Canada's nuclear 
waste, focussed on chemical toxicity impacts 
(Goodwin et al. 1987c) 

Quality assurance of the Uranium Tailings 
Assessment Program (Goodwin et al. 1987b) 

PSAC code intercomparisons (PSAC 1987; 1989; 
1990; 1993) 

Assessment of a disposal option for low-level 
waste in New York State (ACRES 1989) 

Assessment of a near-surface engineered vault 
for low-level radioactive waste (Rattan 1993) 

- Two comparison studies carried out to provide quality assurance 
of the Uranium Tailings Assessment Program (UTAP) (Goodwin and 
Andres 1986, Goodwin et al. 1987b). The Canadian National Ura- 
nium Tailings Program developed UTAP for the long-term assessment 
studies of uranium mill and mine tailings (Holmes 1987, SENES 
1985, 1986) 



- Four international code comparisons: the Level 0, Level E, 
Level 1A and Level 1B exercises (PSAC 1987, 1989, 1990, 1993), 
nrga  n i 7 . d  by t h e  PSAC TJser G r o u p .  

- A contract study for the Department of Environmental Conservation 
of New York State, to examine one of the disposal options for 
low-level radioactive waste (ACRES 1989). 

- A preliminary safety analysis of an Intrusion Resistant Under- 
ground Structure (IRUS) for near-surface disposal of low-level 
waste (Rattan 1993). 

These applications, each using fundamentally different system models, indi- 
cate that the SYVAC family of codes can be successfully adapted to handle a 
range of assessment tasks. 

A.3.5 STATISTICAL CONVERGENCE OF SVA RESULTS 

In this section, we provide more detail on the statistical foundation of 
the SVA approach. Of particular Interest Is the convergence of results; 
that is, the degree of confidence associated with the estimated mean of 
variables such as annual dose at lo4 a. 

Note that the "confidence" referred to here must be qualified: it refers 
only to a statistical measure of the results from a finite number of simu- 
lations in which the parameter values have been randomly selected from 
their PDFs. 

Our applications of SVA and SYVAC are conducted in circumstances where 
substantial uncertainty affects the results. In the case of nuclear fuel 
waste disposal, uncertainty arises because much of the disposal system is 
natural, rather than engineered to specifications, and because the time- 
scales of concern are extremely long. Much of this uncertainty is repre- 
sented in the PDFs for the parameters in the CC3 model and is reflected in 
the distribution of impact estimates. Statistical measures of confidence 
apply only to this variation of the impact estimates. They do not deal 
with other kinds of uncertainties, such as uncertainty in the validity of 
the models and data. 

TO demonstrate the degree of statistical confidence in (or convergence of) 
the results, we first analyze the observed statistics of a sampled para- 
meter whose intrinsic statistical properties are known. We then repeat the 
analysis for the mean ADE obtained using SYVAC3-CC3. 

The sampled parameter chosen was PRECIP, which represents the annual pre- 
cipitation falling at the reference disposal site in SYVAC3-CC3. This 
parameter is described using a normal PDF with the following attributes 
(Davis et al. 1993): a mean and standard deviation of 0.78 and 0.11 m/a 
respectively and a lower truncation limit of 0.20 m/a. 

To demonstrate that SYVAC3-CC3 sampled correctly the specified PDFs, we 
have analyzed the values of PRECIP used in the simulations. Table A-1 
summarizes some statistics from 10 000 randomly selected samples: 



TABLE A-1 

Statistic Actual value* Estimated value* 

Mean 0.78 
Standard deviation 0.11 
Standard error 0.0011 
Lower 95% confidence bound** - - 
Upper 95% confidence bound** - - 

* 
The "actual" values are those used to define the probability density 
function (PDF) for PRECIP, a sampled parameter in SYVAC3-CC3 that 
represents total annual precipitation. The "estimated" values are the 
statistics calculated from 10 000 simulations, in which values for 
PRECIP were randomly selected from its PDF. The dimensions of all 
values are m/a. 

* * 
Confidence bounds apply to the estimated mean value and are calculated 
using Student's t-distribution with 9999 degrees of freedom. 

- The mean and standard deviation of the sampled values should 
approximate closely the mean and standard deviation of the normal 
distribution from which they were sampled. The first twu r u w s  uf  

the table show excellent agreement between the actual and esti- 
mated statistics. 

The standard error, representing the statistical variability of 
the sample mean, is the standard deviation divided by the square 
root of N, where N is the number of simulations (10 000 in this 
case). The standard deviations agreed exactly. 

- The lower and upper 95% confidence bounds define a range that 
would Contain the theoretical mean of PRECIP (0.78 m/a), 19 Limes 
out of 20. They are 1.96 standard errors below and above the 
sample mean. 

Part (a) of Figure A-8 provides a visual comparison. It shows a histogram 
of the 40 000 randomly sampled values for PRECIP and the theoretical curve 
of the normal PDF whose attributes are the same as the attributes for 
PRECIP. From a visual inspection, the PDF and the histogram agree quite 
well. 

Parts (b) and (c) of k'igure A-8 give more quarltiLative evidence that PRECIP 
was sampled from a normal PDF. These two plots are cumulative normal prob- 
ability plots, with sample values along the horizontal axis and cumulative 
percents along the vertical axis. The probit scale of the vertical axis is 
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PRECIP is a parameter used to represent the annual precipitation falling on the disposal site. Its 
values are sampled in SYVAC3-CC3 from a normal probability density function (PDF) with a mean, 
standard deviation and lower limit of 0.78, 0.1 1 and 0.2 m/a respectively. 
Pan (a) of the figure is a composite plot. The solid line is the theoretical PDF for PRECIP. The 
histogram shows the frequencies of different values that were observed in 40 000 random samples. 
As expected (and as required), the PDF and histogram match closely. (The units of the vertical axis 
follow from the requirement that the integrated probability must equal unity.) 
Parts (b) and (c) are cumulative normal probability plots. The vertical axis is the cumulative 
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horizontal axis. The probit scale on the vertical axis was chosen such that the points would fall on a 
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randomly sampled values of PRECIP, and the linear relationship ( R ~  = 0.999) strongly suggests that 
the data were sampled from a normal distribution. Part (c) uses 10 values, each being averages of 
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of points. However, the procedure used to develop part (c) can be used to estimate confidence 
bounds even when the original data are not normally distributed. 
These results suggest that the sampled values of PREClP have been selected from a normal PDF 
and, therefore, provide confidence that SYVAC3-CC3 has correctly sampled parameter values. 
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such that a straight line would result if the values were sampled from a 
normal distribution. 

- Part (b) shows 4 0  0 0 0  randomly sampled values of PRECIP. The 
regression line drawn through the points in the plot is statisti- 
cally an excellent fit and, therefore, indicates that the distri- 
bution of PRECIP is close to a normal PDF. 

- Part (c) uses 10 average values of PRECIP; each average is calcu- 
lated from an independent set of 4 0 0 0  randomly selected simula- 
tions. The points in the plot also fit reasonably well to a 
straight line, although the fit is worse than in part (b) because 
of the smaller number of points. 

This type of plot is important in our analysis of convergence. Suppose, 
for example, that another parameter, PARAM, was sampled from another type 
of PDF (not a normal PDF). The central-limit theorem (Sokal and Rohlf 
1981) guarantees that averase values of PARAM would be nearly normally 
distributed, providing that the averages are calculated from a set of inde- 
pendent groups of values and that each group contains a sufficiently large 
number of sampled values. We can then use this fact to derive confidence 
bounds for PARAM, by treating the average values as samples of a normal 
distribution. 

We can now apply this analysis to mean annual dose. Compared with the 
analysis f o r  PRECIP, two extra properties must be taken into consideration 
for mean annual dose: 

- The actual distribution of annual doses is unknown and, there- 
fore, we do not have an available value to check for convergence; 
and 

Estimated annual doses are a fur~cLion of time and, therefore, the 
frequency distribution of annual doses may display a different 
pattern at different simulation times. Thus the analysis of con- 
vergence must be repeated at several representative points in 
time over the period of the simulations. 

Figure A-9 was produced in the same way as Figure A-8, except that it deals 
with mean annual dose at lo4 a. Part (a) of the figure is a frequency 
distribution of annual doses obtained from 4 0  0 0 0  simulations. The distri- 
bution is strongly skewed to small values, and the mean annual dose is 
dominated by a few simulations with relatively large ADEs. Part (b) is a 
cumulative normal probability plot involving individual simulations. 
Clearly the points are a poor statistical fit to a straight line, espe- 
cially fo r  large values of annual dose. T h e r e f o r e ,  t-he data are unlike 
normally distributed data, and standard confidence limits do not apply. 

However, we can use part (c) of Figure A-9 to estimate confidence limits. 
As noted earlier, the central-limit theorem states that the average values 
of annual dose wfll tend to be normally distributed, even though annual 
dose itself is not. Part (c) demonstrates that averages of annual dose 
using 4000 simulations are large enough to have a mean annual dose at l o 4  a 
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F I G U R E  A-9 :  D i s t r i b u t i o n  of A n n u a l  D o s e s  a t  lo4 a  from Si rnu la t i . ons  U s i n g  
SYVAC3-CC3 

Part (a) is a histogram showing the frequencies of occurrence of annual dose at 1 o4 a from 40 000 
simulations. Note that the first bar of the histogram has been cut off so that the other bars could be 
shown. The distribution is strongly skewed to the left (see also Figure 6-1 7 in Section 6.5.2 in the 
main text). 
Parts (b) and (c) are cumulative normal probability plots (compare with Figure A-8, parts (b) and (c)). 
Part (b) uses values of mean annual dose from 40 000 randomly sampled simulations. The poor 
linear relationship (R* = 0.206) confirms that the data are not normally distributed. Part (c) uses 10 
averages of annual dose, each being averages of 4000 simulations, and shows a better linear 
relationship (R* = 0.931), as predicted by the central-limit theorem. Because the data In part (c) are 
approximately normally distributed, they can be used to estimate confidence bounds. 



that is approximately normally distributed. (The choice of 4000 simula- 
tions used in the figures was arbitrary. Similar results would be obtained 
with eight groups of 5000 simulations. With more groups and fewer simula- 
tions in each, the fit tends to get worse.) We can then use standard con- 
fidence limits for the 10 average data points in part (c) and estimate 
confidence bounds for mean annual dose at lo4 a. 

Similarly, we can repeat the analysis for mean annual dose at other times, 
as is shown in Figure A-10. Part (a) of this figure shows the distribution 
of annual dose at lo5 a. Although the annual doses are greater, they are 
less skewed than at lo4 a. The plot of single simulations, shown in part 
(b), confirms that the annual doses at lo5 a are not normally distributed. 
Huwever, the fit of the ten average annual doses to a straight line in part 
(c) of the figure suggests that the average annual doses are normally dis- 
tributed. 

The corresponding statistics for annual dose at lo4 and lo5 a are summar- 
ized in Table A-2. The standard deviation quoted is calculated from the 
ten annual doses obtained by averaging ten sets of 1000 simulations (from 
the first 10 000 simulations discussed in Figures A-9 and A-10). Note that 
the standard error is about one third of the standard deviation because 
there are only N = 10 observations that can be considered to be normally 
distributed (in the analysis of PRECIP, the ratio was about 1/100 because 
there were 10 000 observations considered to be normally distributed). 
The 95% confidence bounds are 2.26 standard errors below and above the 
sample mean. The value 2.26 comes from a t-distribution with 9 degrees of 
freedom. It differs from the value 1.96 in the PRECIP example, because 
PRECIP has 9999 degrees of freedom (Sokal and Rohlf 1981). 

Table A-2 also includes for comparison the lower and upper 95% Chebyshev 
confidence bounds. Chebyshev bounds on mean dose at the 95% confidence 
level are 4.47 standard errors from the mean (PSAC 1989). The Chebyshev 
bounds are valid for any dlstrlbution whatever, pruvided Lllat the estimated 
standard error is approximately correct. However, we believe that the 95% 
confidence bounds, as estimated above, more accurately represent the bounds 
for mean annual dose that were calculated using SYVAC3-CC3. 

A.4 SENSITIVITY ANALYSIS 

A.4.1 INTRODUCTION 

Simulations of the performance of a waste disposal facility reveal possible 
environmental impacts. Sensitivity analysis allows us to extend our under- 
standing of the processes involved, by examining qt~~stions such as the 
following ones. 

- How sensitive are the estimates of impact to changes in the 
modelling of the processes? 

- If fndfvfdual parts of the system model are changed, which have 
more significant effecLs on the estimates of impact? 
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FIGURE A-10: Distribution of Annual Doses at lo5 a from Simulations Using 
SYVAC3-CC3 

Comments are as for the previous figure, except that the data are at lo5 a. The distribution is 
strongly skewed but not as much as in part (a) of Figure A-9. The straight line in part (c) shows a 
good linear relationship (R* = 0.967), indicating that the results can be used to estimate confidence 
bounds. 



Mean Annual Dose (Sv/a) at 
statistic* lo4 a lo5 a 

Mean 7.6 x 10-l2 1.3 x 
Standard deviation of 10 estimates of 
the mean, each from 1000 simulations 5.8 x 10-l2 1.2 lo-'7 
Standard error 1.8 x 10-l2 3.8 x 
Lower 95% confidence bound** 3.5 x 10-l2 1.2 x lo-6 
Upper 95% confidence bound** 12.0 x 10-l2 1.4 x 
Lower 95% Chebyshev confidence bound 0.0 1.1 x lo-6 
Upper 95% Chebyshev confidence bound 1.6 x 10-'I 1.5 x 

* The statistics were calculated from the results of SYVAC3-CC3 for 
10 000 randomly selected simulations (the first 10 000 simulations 
described in Chapter 6 in the main text). Because the ADEs are a 
function of time, the statistics for the mean annual dose are also a 
function of time. The statistics given in the two columns are for the 
mean annual dose at lo4 and lo5 a. 

* * 
Based on Student's t-distribution with 9 degrees of freedom 

- Are there any design or siting changes that would lead to signi- 
ficant changes in the estimated performance? 

- How can we reduce the magnitude and uncertainty associated with 
the estimated impacts? 

The general procedure involved in sensitivity analysis is simple: change 
some aspect of the system model and data and observe any difference in the 
estimated performance. If the difference is significant, the change is 
important. For example, suppose the assessment simulations are re-donc 
without one of the radionuclides. If ADEs are reduced by a significant 
amount, then the presence of that radionuclide in the simulation is impor- 
tant. If ADEs do not change significantly, then that radionuclide does not 
contribute much to environmental impacts. 

The foremost objective of sensitivity analysis is to identify important 
features of the system. Then analysts search for the underlying reasons 
for the observed behaviour of the important features to confirm their 
understanding of the system. In addition to a general quest for under- 
standing, an assessment analyst may have other spccffic objectives. Sensi 

tivity analysis may contribute to activities such as 



- Development of derived constraints. Derived constraints are applfied to the 
design or siting of a disposal system to improve the estimated 
performance. One effective design constraint adopted for the 
disposal system analyzed in this study relates to the location of 
the vault with respect to fracture zone LD1 (Section 6.2 in the 
main text). 

- Settingofresearchpriorities. If the estimated performance of a disposal 
system is found to depend mainly on our understanding of a single 
process or feature, such as chemical retardation, further 
laboratory or field research may be warranted to develop more 
accurate models and parameter distributions for this process. 
Research priorities can be directed toward reducing estimated 
impacts (such as mean annual dose) or toward reducing the 
uncertainty in estimated impacts (such as the variability in mean 
annual dose). Section E.7 of Appendix E describes such a study. 

- Testing of models and data. Many different procedures are used to check 
the models and data, and results from sensitivity analyses play 
an important role. In our experience, fractional factorial 
analysis (described below) is especially effective because it 
uses many combinations of near-extreme parameter values. These 
unlikely combinations stress the models and their computer 
implementations and help to identify possible flaws. Clomputer 
models can, therefore, be rendered more robust and reli.able by 
subjecting thcm to sensitivity analysis of this type. Many of 
the results described in Sections D.5 to D.8 of Appendix D have 
contributed to the testing of SYVAC3-CC3. 

- Development of better models and data. Of ten it is most practical to 
develop a preliminary model of some process, with assumptions 
made such that the impacts are overestimated. Sensitivity 
analysis can then be used to examine the preliminary model to 
determine the magnitude of estimated impacts. If impacts can be 
significant, then refinements to the preliminary model might be 
indicated, to produce a more accurate model. Sensitivity 
analysis can also be valuable in refining the data used by the 
models. 

- Development of a clar$ed description of the disposal system. In a description of a 
disposal concept, as in this volume, it is important to identify 
the main features that control system behaviour. For instance, 
the total ADE up to 1 0 5  a is due to only 1 2 9 ~  and 14c, with 
little contribution from all other radionuclides. Sensitivity 
analysis helps to focus on these key characteristics of the 
system. 

IDENTIFYING IMPORTANT FEATURES 

An important feature is one which, when changed, leads to significant 
changes in system behaviour. Changes to a feature can be modification, 
removal or addition of the feature: 

- Modifications. The most common changes made for sensitivity analysis 
are modifications, especially to parameter values or 



distributions. To a great extent the features and processes in 
an assessment model are represented by sets of parameters. Such 
features and processes can then be readily modified by changing 
the values of appropriate parameters. 

For example, SYVAC3-CC3 has parameters that determine whether or 
not a well is used, whether lake sediment is used as soil, and 
whether irrigation is employed. Other continuous parameters, 
such as diffusion and retardation factors, control thc cxtcnt to 
which processes such as diffusion and sorption affect the results 
of the simulation. Because most changes of interest can be made 
by modifying parameter values or distributions, sensitivity anal- 
ysis of SYVAC3-CC3 usually involves changing one or more para- 
meters and observing any changes in the simulation results. 

- Removals. Omitting a nuclide in a simulation is an example of a 
removal change. Similarly, one could remove an exposure pathway 
in the biosphere model, such as the irrigation of the garden; a 
feature, such a5 the well in the qeosphere model; or constraints, 
such as solubility limits in the vault model. 

In SYVAC3-CC3, omitting a nuclide is a simple change to the cor- 
responding input file for the system model. Removing other 
features is often a matter of changing one or more parameter 
values in the input file to an extreme value, such as increasing 
all solubility limits to a large value that effectively removes 
the effects of precipitation of nuclides. 

- Additions. These are rare in sensitivity analysis. Adding a new 
feature such as a fracture or an additional type of waste, or a 
new process such as colloidal transport, will typically require 
model changes and not modification of existing parameter values. 
Additions usually require large investments in time and effort 
and, if made, are subsequently retained as a permanent feature of 
the model. 

Additions for sensitivity analysis in SYVAC3-CC3 are most likely 
to occur in components of the model that are controlled by tables 
of data, rather than cude. Fur i r ~ s l a n c e ,  a new nuclide can be 
added to the assessment by making data changes only. Another 
example is the geosphere network model, where the locations of 
"nodes" and "segments" are controlled by a data file. A new 
feature of the network may be added by introducing new nodes and 
segments with a data change. 

The changes made for sensitivity analysis can be classified in other ways, 
such as whether the analysis is deterministic or probabilistic: 

- Deterministic sensirivity analysis: Modil y the value of a parameter . As 
suggested in part (a) of Figure A-11, the outcome is a difference 
in the value of a consequence variable. This "classical" 
sensftivity analysis is probably the most common approach used to 
study a model. 



I Consequence Value I 
FIGURE A-11: Comparison of Deterministic and Probabilistic Sensitivity 

Analysis 

In deterministic sensitivity analysis, a parameter is changed from a reference value to a modified 
value. As a result, the consequence variable also changes in value. This effect is illustrated in part 
(a): the reference point corresponds to the original parameter and consequence values, (and the 
modified point corresponds to the changed parameter and consequence values. In probabilistic 
sensitivity analysis, a parameter distribution is changed. The distribution of a consequerlce variable 
changes as a result, as illustrated in part (b). Note that both types of sensitivity analysis may involve 
more than one parameter and more than one consequence. 



In applying deterministic sensitivity analysis to SYVAC3-CC3, we 
usually restricted the modified values to small variations about 
the median value (although full-range studies were also made). 
The corresponding results then apply to the situation where all 
parameters take on values near their median value. The results 
are equivalent Lu partial derivatlves of an output variable with 
respect to a single parameter. 

- Pmbobilistic sensitivity analysis: Modify the P D F  of a parameter, or select 
values that span the entire range of possible values of a 
parameter. Part (b) of Figure A-11 suggests that the outcome of a 
modified PDF is a difference in the distribution of a consequence 
variable, implying a possible difference in its mean consequence 
value and its variability. Using selected values from the 
parameter's range will have a similar effect. (Probabilistic 
sensitivity analysis is related to uncertainty analysis because 
both deal with the propagation of uncertainty from parameters to 
consequences. Probabilistic sensitivity analysis, however, 
provides more information because it includes the probability of 
different occurrences of the values of a parameter in its PDFs, 
and the method typically examines a suite of these values. By 
contrast, uncertainty analysis will typically assume a uniform PDF 
for all parameters and examine only extreme values.) 

In applying probabilistic sensitivity analysis to SYVAC3-CC3, we 
most frequently used values selected from the high and low 
extremes of the parameter PDF, as well as the median value, to 
identify important parameters. A systematic method, described 
below, was used simultaneously for all parameters, and the corres- 
ponding results take into account the entire range of uncertainty 
of all parameters. The results are also approximately equivalent 
to evaluating the average effect (and not a partial derivative) of 
changing one parameter when all other parameters are simulta- 
neously free to vary across their entire range of possible values. 

Parameter changes made for sensitivity analysis can be further classified as 
either feasible or exceptional: 

- Feasiblechanges: For a parameter, choose values that lie within a 
defined range. For instance, in some studies using the SYVAC3-CC3 
model, we vary the number of people in the critical group from one 
to 36, the ranqe specified for the reference disposal system 
(Davis et al. 1993). 

- Exceptional changes: For a parameter, choose values that lie outside 
its normally defined range. Continuing from our example above, 
using a critical group with 100 people would be an extraordinary 
change because the specified upper limit (for the probabilistic 
asscssmcnt) is 36. Exceptional changes are usually made to 
investigate different design specifications. We might use an 
unusually large critical group to examine the effect of large 
well water demand. Another example is given by the thickness of 



the buffer; it is fixed at 0.25 m in the reference disposal 
system. An exceptional change would be to set the thickness to 
1.0 m. Sections 6.2 and 6.6 in the main text document some 
examples, including the use of a thicker buffer to investigate 
the effects of an alternate design that would increase the amount 
of buffer surrounding a container. 

When sensitivity analysis is carried out using parameter changes, it can 
reveal the parameters that have an important effect on consequences. The 
importance of the parameter can often be established using abstract: 
statistical tests. Further work by the analysts then focuses on 
determining why it is important. This last element of sensitivity analysis 
often requires a detailed understanding of the system model. It can also 
draw on the results of the thousands of randomly sampled simulations to 
illustrate what the effects are. 

For example, sensitivity analysis of results from SYVAC3-CC3 has identified 
the importance of a variable called VSCALE. This parameter describes the 
qroundwater velocity in the rock of the qeosphere, with large values of 
VSCALE corresponding to higher groundwater velocities. Its effects are 
complex. For some simulations, a large value of VSCALE leads to signifi- 
cantly increased ADEs, whereas in other simulations a small valu~e of VSCALE 
leads to significantly increased ADEs. Given this information, a further 
examination of the results shows that these differential effects are (in 
part) related to the different rates of radioactive decay of different 
contaminants (Section D.7 of Appendix D provides more details); 

For a nuclide such as 14c, with a relatively short half-life of 
5730 a, faster groundwater transport brings more of the nuclide 
to the biosphere before it decays. Hence larger value,s of VSCALE 
could lead to increased ADEs from 14c. 

For a nuclide such as 12'1, with a much longer half -life of 
1.6 x lo7 a, radioactive decay has a small effect during the time 
required for groundwater transport. However, because slower 
groundwater transport reduces the amount of dispersion and mix- 
ing, it follows that smaller values of VSCALE could lead to 
increased ADEs from 12'1. 

METHODS USED IN THE POSTCLOSURE ASSESSMENT 

Sensitivity analysis of a SYVAC3 model is typically done in a three-stage 
process : 

1. Screening analysis using feasible changes in parameter values 
identifies important parameters. E x p e r L  knowledge and systematic 
experimentation using statistical designs (described below) both 
contribute to the screening process. The result is a list of 
parameters that require further invest-igation h e c a ~ ~ s e  {:hey have a 
strong influence on the behaviour of the model. 

2. Detailed sensitivity analysis is applied to each imporl~ant feas- 
ible change. The important parameters are varied systematically 
within their ranges to determine the nature of and the reasons 



for the observed cause-effect relationships, or a large set of 
randomly sampled simulations are statistically evaluated with the 
same goal. 

3. Exceptional analysis is used to explore specific situations or 
possible derived criteria fur the disposdl s y s l e l r ~ .  Paralneters 
are given values outside their normal ranges to generate the 
information required to understand special cause-effect relation- 
ships. 

We have found that these last two steps are relatively straightforward; 
that is, once a parameter has been identified as important, the reasons for 
its importance are usually easy to decipher. 

In contrast, the first step of parameter identification is usually the most 
difficult. This is especially true for models contairii~iy d large number of 
parameters, as is the case for SYVAC3-CC3. Thus we use the remainder of 
this section to elaborate on the use of screening analysis to identify 
important parameters. 

Screening analysis can use information from any source to identify impor- 
tant and feasible changes in simulations. For example, a model developer 
might target a particular parameter that he suspects of being important. 
Or analysts may know from simulatfons with earlier models that a particular 
nuclide or pathway is likely to be important. These pieces of information 
are significant contribuLions, alLhough they may riot always be systematic 
and comprehensive. 

There are a number of more structured methods that could be used to iden- 
tify important parameters. Two computer codes that have been applied to 
the analysis of SYVAC2 results are ANSENS, an acronym for malyze 
SENSitivity, (Frech and Andres 1987) and CANAL, an acronym for Correlation 
ANALysis (Walker 1986). Other methods are described by Saltelli and 
Marivoet (1990) and Saltelli and Homma (1992) and Saltelli et al. (1993). 

Having examined many of these methods, we concluded that another approach 
is better suited for use with SYVAC3-CC3. This approach, discussed in the 
following section (see also Saltelli et al. (1993) and Andres and Hajas 
(1993)), is based on a statistical experimental design. It is used exten- 
sively to identify important parameters. Another method, conventional 
linear regression analysis, is used to compare and confirm the results of 
the statistical design. 

A.4.3.1 Statistical Ex~erimental Designs 

Our experience and studies have revealed one method that is well suited to 
the analysis of SYVAC3-CC3. Most of our screening analysis results have 
come from carrying out simulations according to a "statistical experimental 
design"; that is, experiments are planned in such a way that appropriate 
data will be collected (Montgomery 1984). These data may then be analyzed 
by statistical methods. In our postclosure assessment studies 

- an experiment is equivalent to a sfngle computer simulation using 
SYVAC3-CC3, 



- a statistical experimental design is a set of such sinnulations, 
in which the value of every parameter is predetermined, 

- planning the experiments means selecting a set of particular 
values for all the sampled parameters used by the model in the 
set of simulations, and 

- the set of parameter values and corresponding estimated conse- 
quences are then evaluated using a suitable statistical analysis 
to identify the important parameters. 

The selection of parameter values for SYVAC3-CC3 is carried out with the 
aid of the computer code SAMPLE (Andres 1987). The SAMPLE code can gener- 
ate a set of parameter values for several types of statistical designs. 
The most commonly used type is the fractional factorial design, which is a 
subset of a full factorial design. 

In a full factorial design, there are experiments covering all possible 
combinations of permitt-ed parameter val~les. T h p  word "permitted" in this 
statement is needed because most parameters can take on an infinite number 
of possible values, and it is customary with factorial designs to restrict 
such parameters to a few discrete values. In a 2" factorial design, there 
are n factors, each restricted to just two values: usually a small value 
and a large value. 

With two values and Lwo para~neters, four experiments are required. With 
two values and twenty parameters, over one million experiments a.re needed. 
As noted in Section A.3.3, SYVAC3-CC3 requires about 4000 parameters for 
sim~~latinns containing ten contaminants: a full factorial design would 
require an unacceptably large number (24000) of experiments. Therefore, we 
fnvestigated an abbreviated version, the "fractional" factorial design. 
This design uses fewer simulations, chosen to achieve the maximum informa- 
tion about parameter sensitivity. 

An effective fractional factorial design can be much smaller than the cor- 
~espur~clir~y Lull ldctorial design. Resolution IV fractional factorlal 
designs (Montgomery 1984) are particularly attractive. In such a design, 
the effects of each parameter can be separated from the effects of other 
parameters and also from the nonlinear interaction effects of any two para- 
meters. The size of such a design for n parameters is at least 2n; thus 
for 4000 parameters, at least 8000 simulations are required. 

For the sensitivity analysis of SYVAC3-CC3, we applied our previous exper- 
ience to develop a variation on the usual fractional factorial designs. 
Our studies of the CC3 and related system models show that a handful of 
parameLer.s usually controls the behaviour of the model For example, the 
results in Chapter 6 in the main text indicate that 1291 and 14c are the 
only significant contributors to the ADE. Thus several hundreds of para- 
meters, 11sed tn describe the behaviour of other radionuclides, cannot be 
important. 

For this situation, we have developed a method, iterated fractional factor- 
ial design (IFFD), that typically requires only a few hundred simulations 
to screen 4000 parameters. 



To explain IFFD, we first assume that there is only one important parameter 
in the system model, and that this parameter leads to large results when it 
takes on large values and to small results when it is small. 

Consider the simple case where there are just eight parameters in the sys- 
tem model. Figure A-12 illustrates an IFFD for a two-value analysis. It 
uses one possible combination of 16 simulations that satisfies the require- 
ments : 

- Each of the eight parameters has an equal number of simulations 
with high (H) and low (L) values. 

- For any pair of parameters, there are equal numbers of simula- 
tions where both parameters are high and both are low or where 
one is high and the other is low (the figure shows an equal 
number of H-H, H-L, L-H and L-L combinations). 

- For any three parameters, there are equal numbers of simulations 
involving each combination of high values and low values (the 
figure shows equal numbers of combinations such as H-H-H, H-H-L, 
H-L-H, and so on). 

The last column in the figure shows the hypothetical results of the simula- 
tions; from an analysis of the pattern we can easily identify the single 
important parameter in the set of eight parameters. In practice, an impor- 
LdrlL pd~dnleLe~ is ide11Lified by a large difference in the average conse 
quence as the parameter value changes from low to high. This difference in 
averages is labelled the main effect. 

Figure A-13 illustrates the extension of IFFD to cases where a single 
important parameter is one of a set of 8, 16 and 512 parameters: 

- 8parameters. This situation is illustrated in part (a) of 
Figure A-13, where the one important parameter is represented by 
a filled box. As discussed for Figure A-12, only 2 x 8 = 16 
simulations are needed to idenlily Lhe single important parameter 
by its main effect. 

- 64parameters. ~t is possible t n  construct a st-atist-ical design 
that will identify the single important parameter using 
2 x 64 = 128 simulations. But part (b) of Figure A-13 shows how 
IFFD can be used to identify the important parameter using only 
32 simulations: 

1. The 64 parameters are arranged in a square array. The para- 
meters can be pa1titioned into eight groups either by row or 
by column. First, all the parameters in each row are grouped 
together, and each group is treated as a single parameter. 
If the group is assigned a high value, then every parameter 
in the group must take a high value. If the group is 
assigned a low value, then every parameter in the group must 
take a low value. Then in 16 simulations, it will be possi- 
ble to identify the one group out of eight containing the 
important parameter (that is, the parameter having the larg- 
est main effect). At this sEage, there is no way of deter- 
mining which parameter in the group is causing the effect. 



FIGURE A-12: Illustration of an Iterated Fractional Factorial Design 

In this example, we assume that the system contains eight parameters, P I  to P8, but only one is 
important. Each row represents a simulation; it uses the values for the eight parameters that appear 
in the first eight columns. For example, simulation 12 has low (L) values for parameterns 1, 4, 5 and 
8, and high (H) values for 2, 3, 6 and 7. The last column shows the "result" of the simulation (we 
have assumed that the result is high only when the value of the important parameter is high). From 
an analysis of these results, together with the parameter values, it should be clear that there is more 
than enough information to deduce that the single important parameter is P3. For example, 
simulations 1 and 9 confirm that the unknown important parameter must have a high value to give 
high results; from simulations 1 and 2, we deduce that the unknown important parameter is not P2, 
P4, P6 or P8, and so forth. The actual procedure compares, for each parameter, the average result 
when that parameter is high and the average when it is low. In this example, only P3 has a 
significant difference between its two averages, and it is clearly the single important parameter. 



FIGURE A - 1 3 :  Identification of the Sole Important Parameter from Sets 
Containing Many Parameters 

In (a), there are only 8 parameters, and the important parameter can be identified using iterated 
fractional factorial analysis and 16 simulations (see Figure A-12). In (b), there are 64 parameters. 
They are grouped together, as shown; for example, the parameters in group GI (column G I )  include 
parameters PI ,  P9, PI?, etc., and all eight parameters are sampled in the same way during the 
analysis of the column groups. As noted earlier, the important column group can be identified using 
iterated fraction factorial analysis and just 16 simulations. Similarly, the important row group can be 
identified with just 16 simulations. By combining the row and column analyses, we identify the 
important parameter using a total of 32 simulations. In (c), there are 512 parameters. These can be 
analyzed in 8 groups, by row, column or layer. Combining all three identifies the important parameter 
using a total of 48 simulations. 



2. Next all the parameters in each column are grouped together, 
and each group is treated as a single parameter. Again, the 
important group can be ldentlfled with 16 simulatio~~s. BuL 

this time, because both the row and the column of the single 
important parameter are known, it can be uniquely identified 

- 512parameters. Part (c) of Figure A-13 suggests how IFFI) can 
isolate a single important parameter out of 512 using only 48 
simulations. The procedure used above is followed, except that 
parameters are grouped by row, by column, and by layer, and there 
are eight groups of 64 parameters each time. There is only one 
parameter that belongs to the important row, column, and level. 

8nparameters. A logical extension of this approach allows us to 
find one important parameter out of 8" parameters in only 16n 
simulations. In particular, because SYVAC3-CC3 contains about 

4 4000 parameters and because 4096 = 8 , in principle only 64 
simulations would be needed to identify one important parameter 
in the SYVAC3-CC3 model. In practice, certain refinements are 
required, as described below. 

The IFFD required the following additional innovations so that it could be 
implemented wfth SYVAC3-CC3: 

- Multiple importantparameters. The previous discussion focussed on a 
case with a single important parameter. In practice, there are 
usually several parameters that are clearly most important, and 
their effects can easily mask each other. To get definitive 
results, it has been necessary to run more groups and simulations 
than the 64 discussed above. Typically, 256 simulations are used 
with the CC3 model. Whereas 64 simulations were treated as four 
experiments with each having 16 simulations, 256 simulations are 
treated as 16 experiments with each having 16 simulations. Only 
the top half dozen parameters can be reliably identified in this 
way. 

- Random selection of groups. When setting up groups of parameters , a 
systematic approach can be used, as was the case in Figure A-13. 
However, for the SYVAC3-CC3 analysis, groupings were rnade 
randomly. Random selection made it easier to replicate the 
sensitivity analysis with different groupings and to test whether 
important parameters were being identified consistentl-y. 

- Three-level designs. The discussion above is for a two- level design; 
that is, each parameter takes on one of two values (high or low) 
in each simulation. Designs with this characteristic are 
sufficient for models where consequence variables depend linearly 
on parameter values. In the SYVAC3-CC3 model, nonlinear 
dependencies are common; for example, in the discussion in 
Section A.4.2 we noted that both low and high values of the 
parameter VSCALE could lead to increased ADEs. It was necessary 
to use at least three levels to identify parameters with nonlinear 
effects. In each grouping, some parameters were set to a middle 
level in all the simulations. When this adjustment was made with 
care, so that it affected only a small fraction of the groupings 



for each parameter, it was found to give consistent three-level 
results. That is, another three-level design with different 
parameter groupings would identify the same set of important 
parameters. 

- Multipleconsequences. T h e  analysis described above can be applied to 
different types of results. Sensitivity analysis of SYVAC3-CC3 
has included analysis of mean annual dose at lo4 a, mean annual 
dose at lo5 a, maximum annual dose for times up to lo5 a, and 
performance measures for the vault, geosphere and biosphere 
(defined in Appendix D, Section D.5 and in Appendix E, 
Section E.3). 

Iterated fractional factorial desfgns have been used to identify parameters 
that can be shown to have a significant effect on ADE and other consequences 
in SYVAC3-CC3 simulations. Although there is no conclusive proof that using 
this method (or any other method) can identify all the important parameters, 
we are confident in the results because 

- Parameters are identified consistently using different groupings 
of parameters (including random selection of groups) and differ- 
ent sets of low and high values for the parameters. 

- Parameters are identified consistently using both two- and three- 
level designs. 

- The identity of important and unimportant parameters largely 
conforms with independent sensitivity analyses (using other 
methods). For example, there is good consistency between the 
results reported in Chapter 6 in the main text and the corres- 
ponding results documented in the primary references for the 
vault model (Johnson et al. 1994), the geosphere model (Davison 
et al. 1 9 9 4 )  and the biosphere model (Davis et al. 1993). 

- Reasonable explanations can be found as to why a parameter was 
identified as important (and why another parameter was not iden- 
tified as important). The discussion on probabilistic sensitiv- 
ity analysis (Section 6.5 in the main text and Sections E.4 to 
E.6 of Appendix E give many examples of such explanations. 

Finally, we can obtain confirming evidence from supplementary sets of simu- 
lations. For instance, we can generate and then compare three sets of 
simulations: 

- the original set, where all parameters are sampled randomly from 
their distributions; 

- the "important" set, where only the important parameters are 
sampled randomly (and all other parameters are fixed at their 
median values); and 

the "unimportant" set, where only the unimportant parameters are 
sampled randomly. 



The results of this comparison are discussed in Section E.3 of Appendix E. 
The discussion shows that, as expected, the original and important sets are 
nearly identical. Moreover, the variability in the results of the unimpur-  
tant set is much less that the variability of the other two. T:hese results 
provide further evidence that IFFD has identified all of the important 
parameters in SYVAC3-CC3. 

While research effort continues for more powerful screening teclhniques, 
there is no doubt that IFFD is one of the best methods currently-available 
for analysis of large computer models such as SYVAC3-CC3 (Salte.Lli et al. 
1993, Andres and Hajas 1993). 

A.4.3.2 Linear Resression Analvsis 

A standard method for analyzing variability in a data set is by multiple 
regression. This method assumes that there is a linear relationship between 
M independent variables, xk, and a dependent variable, y. The ~nathematical 
form of the relationship is 

where the summation runs over the M coefficients, ak, that are to be deter- 
mined, and where E is a random error. The set of coefficients [ak) can be 
estimated by statistical analysis of N observations, N > MI wheice the set 
of x-values {xik3i = 1,N and the y-value, yi, are recorded for each obser- 
vation. In linear regression analysis, the ak are estimated by minimizing 
the sum of the squares of the deviations between the observed and predicted 
values of y. That is, linear regression analysis minimizes the sum: 

where yip is the value predicted from the linear relationship. 

The coetticient of determination, R2, is commonly used to assess the fit; 
that is, to show how well the linear relationship explains the observed 
data. The definition of R~ is 

where t h e  summations are over N observations, and y is thc avcragc value of 

yi. The coefficient of determination, R2, may take on values from 0 to 1. 
A value of 1 means that all the variability in the set of points yi can be 
explained by the linear dependence on the xik. A value of 0 means that 
none of this variability can be explained and implies that no such linear 
relationship exists. 



The coefficient of determination has been used in the postclosure assess- 
ment to demonstrate that a large percentage of the variability of a para- 
meter such as ADE can be accounted for by the set of important pnramctcrs 
identified by fractional factorial analysis. It has also been used to 
study the effects of using transformed data; for example, the logarithm of 
ADE has been examined to determine if its variability is more completely 
explained than the variability of the original (ADE) variable. (Section 
E . 3 . 3 . 2  of Appendix E discusses why a logarithmic transformation is used.) 

A parameter closely related to R~ is the linear correlation coefficient, 

rk, for a single parameter xk. It is the ratio of the covariance between 
xk and y and the square root of the product of the standard deviations in 

I 

xk and in y. Mather[~aLicdlly , rk is defined as: 

where xk is the average of the xik 

Correlation coefficients vary between -1 and 1. If a correlation coeffi- 
cient, rk, equals 1, then xk and y are completely linearly correlated in a 
positive manner; that is, when xk increases y also increases (and, by 
default, the other independent variables, xj, have no effect on y). A 
correlation coefficient of -1 means that they are completely correlated in 
a negative manner; that is, when xk increases y decreases. A coefficient 
of 0 means that xk and y are not correlated; that is, when xk increases, y 
may increase or decrease. 

In the case of one independent variable (M = I), the square of the linear 
correlation coefficient is equal to the coefficient of d~terminat-ion. The 
coefficient of determination applies to one or more variables, whereas the 
correlation coefficient applies to a single variable. 

Correlation coefficients between single parameters and some dependent vari- 
able can be used to rank parameters. The larger the absolute value of the 
coefficient, the more important the parameter is known to be in influencing 
the dependent variable. (The converse is not true, however; parameters 
with a small correlation coefficient can also be important if there is a 
nonlinear relationship between xk and y.) Linear correlation coefficients 
have been used, along with IFFDS, to rank parameters from SYVAC3-CC3 simu- 
lations. Numerous other methods exist for ranking parameters (Saltelli and 
Marivoet 1990, Saltelli and Homma 1992). 

A.4.3.3 Confidence Bounds on a Resression Line 

In this document, we fnclude several figures showing scatter plots and 
regression lines to illustrate points about sensitivity analyses. Becausc 

the regression lines are estimated from the data, their positions and ori- 



entations are somewhat uncertain. To quantify the uncertainty for the 
reader, confidence bounds are placed above and below the regression lines 
This section describes how to derive these bounds and what they mean. 

Suppose we are given a data set containing N values of the form 
{ ( ~ ~ y ~ ) ~ ~ , .  Because a scatter plot shows only two variables at a time, 
we have suppressed the second subscript k of xik used in the last section. 
We can draw a scatter plot of this data, as shown in Figure A-14. In the 
data set shown in this figure, there is a clear trend to the data: larger 
values of x correspond to smaller values of y. 

Figure A-14 shows a straight line through the cluster of points, represent- 
ing the least-squares fit described in the last section. That is, the line 
is so positioned that the sum of squared vertical distances between the 
line and the points in the data set is minimized. This line is known as a 
trend line or a regression line. It is the best fit to the data assuming 
that y and x are related by an expression of the form 

where the Ei's are random deviations. 

Figure A-14 also shows two sets of curved lines: 

The dashed lines form a 9 5 %  prediction band around th~e regression 
line. This predlctl~n . . band is defined such that for an arbitrary 
x value, xi, the 9 5 %  confidence interval predicted fo.r the cor- 
responding yi lies between the y-values obtained by intersecting 
the lower dashed curve and the upper dashed curve wit:h the 
straight 1 ine x = xi . That is, the yi should lie between the two bands 95 times out of 
100. 

T h e  i l u ~ ~ e d  lines form a 95% confidence band around the regression 
line. This confidence band is defined such that for an arbitrary 
x value, xi, the 9 5 %  confidence interval for the mean y value, 

pi, is ohtained by intersecting the two dotted lines with the 
straight 1 ine x = xi . That is, the true regression line should lie between the two 
bands 95 times out of 100. 

In summary, the dashed curves in Figure A-14 put bounds on individual 
observations (xi,yi), and the dotted curves put bounds on the location of 
the regression line itself. These latter curves are the ones sllown on 
other scatter plots in this document. 

Many of the expressions used in deriving expressions for these curves sum 
v a r i a b l e s  from 1 to N. The notation SZ will be used to reprcscnt thc sum 
of the variable zi from 1 to N. Thus 
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FIGURE A-14: Scatter Plot Showing 95% Prediction Limits and 95% Confidence 
Bounds 

The tortuosity of the lower rock zone is the "Xu or independent variable, and the logarithm of total 
annual dose at 100 000 a or the "Y" variable is dependent on it. The scatter of 1000 points randomly 
chosen shows a negative correlation; increasing X tends to reduce Y. The trend line minimizes the 
square of the vertical deviations. 
The dashed lines form 95% confidence bounds on predicted values, so that. about 95% of the points 
shown should lie between the curves. Very few points lie above the upper prediction limit, 
suggesting that errors may not be exactly normally distributed. 
The dotted lines form a 95% confidence bound on the location of the "true" regression line. If an 
enormous number of points were sampled and a new regression line computed, the new line has a 
95% chance of lying between the dotted lines at any X value. 



Similarly, represents the average value of the variable z. Thus 

x = Sx/N 

y = S / N  . Y 
Scaled variables that have been shifted to have a zero mean will be repre- 
sented with a prime: 

Sums of products are shown with two subscripts: 

These identities are not obvious but may be readily proven 

Finding the least-squares fit to a data set is a matter of simple calculus. 
The objective is to choose a and b such that the sum of squares of Eils 
(that is, SEE) IS minimized. This technique is well-described in several 
books (such as Draper and Smith (1981)), and only the result will be 
described here. 

The coefficients a and b that minimize SEE are given by the formulas 

This conclusion requires no assumption about the distribution of x nor about 
that of y; it is a straightforward solution to a minimization problem. 

Putting confidence bounds about the regression line does require some 
assumption about the distribution of the residual errors, ti. Typically, 
these are assumed to be normally distributed with a mean of zero and with 
equal variances that can be estimated from the data. Barford (1967) pre- 
sents a simple discussion of how normal errors can arise from the process 
of measurement. 

The 95% prediction limits are curved lines, as shown in the figures, that 
enclos~ about 95% of the points. They are called prediction limits because, 
if we made one more independent observation of yi at xi, these limits form a 
95% confidence interval for predicting where that observation would lie. 



The other set of 95% confidence bounds shown in the figures lie much closer 
to the regression line. These bounds apply to the location of the "true" 
regression line, that is, the line we would get if we analyzed a set of 
observations of extremely large size. 

To determine the prediction limits at some xi, we need to calculate the 
standard error of yi", the predicted value of yi. A standard error is the 
same in concept as a standard deviation, except that it applies to a 
derived statistic, such as a mean value or an estimated quantity, rather 
than a directly measured quantity. According to Sokal and Rohlf (1981), 
this standard error, denoted syM, is given by the following formula: 

where the sum of squared estimated valr~es, Sy is evaluated from the 
following equation: 

Because we had to estimate the expected value $i and the standard error sy., 
we do not know the exact normal distribution that applies Lo each deviation 

Ei. To correct for our uncertainty about the true mean and standard devia- 
tion of Ei, we represent the distribution of Ei by a t-distribution with 
mean zero, standard deviation sy. ,  and N - 2 degrees o f  freedom. The 
t-distribution PDF has a similar shape to a normal density function, but it 
has more prominent tails. For N large (>>loo), the t-distribution is virtu- 
ally indistinguishable from a normal distribution. 

To put lower and upper 95% confidence bounds on the estimated value, yiN, 
we need first to find confidence bounds z0.025 and z0.975 on a t-variate 
with a zero mean and standard error of unity, h a v i r ~ y  N - 2 degrees u f  free- 
dom. (We use za to mean that quantile of the t-distribution having a cumu- 
lative probability value of a.) We want these particular quantiles so that 
the probability of a random value from the t-distribution lying between 
them is 0.975 - 0.025 = 0.95. By the symmetry of the distribution, 

- - 
z0.025 - -zo.975. From published tables (Selby 1969), we obtain zo.975 - 
1.960 for large N, the same as for a normal distribution. For the y 
t-distribution we are investigating, the 95% prediction limits are found at 
the points: 

The same reasoning applies to finding the location of the 95% confidence 
bound on the regression line. The only difference is the calculation of 
the standard error. The standard error for the expected value of y at xi 
is given by the following expression (Sokal and Rohlf 1981): 

S; = ((Sylyl - Syllyl~)[l/N) + (xi - ~)2/~,l,tl/(N - 2 1 1 0 . ~  a (1) 

The 95% confidence bounds on the regression line are given by the 
expression: 



A.5 MANAGEMENT OF COMPUTER RESOURCES 

Most of the quantitative analyses described in this report make extensive 
use of modern computers and associated resources. We describe in this 
section some steps wc have taken to manage these resources efficiently. We 
also describe the machines that have been used to run SYVAC3-CC3 and other 
codes used for sensitivity analyses of SYVAC3-CC3 results. 

The discussion in Chapter 6 in the mafn text notes that 40 000 simulations 
have been performed for seven radionuclides and at least 2000 siinulations 
for all other radionuclides and chemically toxic elements r table,^ 5-3 and 
5-4 of Section 5.9 in the main text list the contaminants of concern). We 
have found it convenient to examine the contaminants in small groups, each 
containing up to 10 contaminants, for three main reasons. 

1. Results from a large set of simulations are available for analy- 
sis sooner. We frequently used results from a smaller number of 
simulations to initiate analysis and documentation. In addit-ion, 
simulations for different groups of contaminants can be run simu- 
ltaneously on different computers. 

2. Storage space required to save the results is more easily man- 
aged. With all optimal outputs produced, SYVAC3-CC3 can produce 
computer files equivalent to hundreds of pages of results for a 
single simulation (most often used i n  t r a c i n g  and checking inter- 
mediate calculations). For large sets of simulations, even more 
output can be generated, and we keep electronic copies of selec- 
ted results for subsequent analysis. Typically, we would save 
data from approximately 8000 variables from 1 simulation involv- 
ing 7 contaminants, so that 1000 simulations would require 
storage for 8 x lo6 variable values. The use of small groups of 
contaminants reduces the amount of information stored from a 
single simulation or set of simulations, which in turn results in 
smaller electronic files. With the current limit of 10 contami- 
nants in a group, Llle resulLiriy electronic files are kept within 
a size and structure that can be reliably stored and accessed 
using our available computer resources. 

3. We can perform more simulations dealing with the contaminants 
contributing most to risk. In the analyses documented here, we 
have examined 11 groups of contaminants. Each group was ranked, 
and we first performed simulations for those groups that we 
expected would result in the largest radiological and chemical 
impacts. We then performed more simulations for those contami- 
nants LhdL we observed contribute most to the radiologi-cal risk. 
In the assessment of the reference disposal system, 40 000 ran- 
domly sampled simulations were performed for seven radionuclides 
(including 14c and 12'~) that most contributed to estimated radi- 
ation doses. 

Our method of analysis includes some additfonal considerations that permit 
the above resource management plan. For example, results from different 
sets of simulations can be combined because 



- We employ simple random (Monte Carlo) sampling, sothat results 
from two different sets of 1000 probabilistic s i m u l a t i n n s  can be 
combined to give results from 2000 probabilistic simulations. 

- We use carefully selected random number seeds to initiate differ- 
ent sets of probabilistic simulations. These seeds are chosen so 
that a unique collection of parameter values is associated with 
each and every probabilistic simulation for a single group of 
contaminants. For instance, suppose that we wish tu 1.~11 ten sets 
of lo3 simulations, and each simulation requires about lo4 ran- 
domly sampled numbers. Thus each set of simulations will require 
about lo7 random numbers. We use a scheme in which each set of 
simulations has a reserved initial seed, and each seed can gener- 
ate its own "special" stream of lo7 random numbers. These streams 
of random numbers are "special" in the sense that any random num- 
ber can appear once, and only once. That is, each stream of num- 
bers is mathematically disjoint, meaning that no random number is 
reused. 

The foregoing description is a simplification; we actually reserve 
several initial seeds and their associated random-number streams 
to qenerate the required collections of random numbers. One such 
initial seed would be used exclusively for contaminant-dependent 
parameters. As a result, we can arrange the randomly sampled 
simulations for each of the 11 groups of contaminants so that they 
use the identical sequence of (randomly selected) parameter 
values, except for contaminant-dependent parameters. This pro- 
duces equivalent results to performing the same set of simulations 
but involving all contaminants at one time. 

- We use the probabilistic simulations to estimate the arithmetic 
averaqe of the annual dose (Section 6.5.1 of the main text). 
This parameter is additive: the arithmetic mean doses attributed 
to different radionuclides can be added to give their total mean 
dose, and arithmetic means from two different sets of probabilis- 
tic simulations can be added to get a mean for both sets. 

In addition, SYVAC3-CC3 is re-startable. Thus we could efficiently con- 
tinue a large set of simulations when they were halted because of problems 
such as a power outage. 

Computer codes used in this postclosure assessment include the main simula- 
tion code, SYVAC3-CC3, and software used in the analysis of SYVAC3-CC3 
results, such as SAMPLE (Andres 1987) for sensitivity analysis using IFFD, 
WRKOUT (Bera and Hajas 1993) to extract selected results and perform simple 
statistical analyses, and S (Becker et al. 1988) to perform more sophisti- 
cated data manipulation and statistical and graphical analyses. 

For the most part, these codes have been run on Digital Equipment Corpora- 
tion Virtual Address extension (VAX) computers. We have used both mid- 
sized computers such as the VAX 6620, and compatible workstations such as 
the VAX 3100 M76. Execution of SYVAC3-CC3 was normally carried out in 
batch mode, and Table A-3 gives examples of its execution time and storage 



TABLE A- 3 

TYPICAL COMPUTER RESOURCE REOUIREMENTS FOR SYVAC3-CC3 

- - 

Execution ~ime* for 
Number of VAX Computers ~ ~ ~ i c a l * *  Storage 
Simulations mid-size micro Needs for Output 

1 17 m 25 m 10.5 megalbytes 

1000 40 h 160 h 26.5 megabytes 

* Each execution of SYVAC3-CC3 requires some overhead time to read 
in and check the input files, so that the computing time required 
to process  T O O 0  simulations is not 1000 times the time for one 
simulation. * * For one simulation, information typically stored includes results 
used for a detailed study of intermediate calculations. For 1000 
simulations, information typically stored is the final set of 
results for approximately 8000 variables from a group of seven 
radionuclides. 

requirements. For typical computer loads at the Whiteshell Laboratories, 
results would be available within an hour of submission for a single simu- 
lation and within several days for 1000 simulations. Computer codes used 
to analyze results from SYVAC3-CC3 are typically run in the interactive 
mode. 

other computer hardware used with our dr~dlyses include micl-ocomputers run- 
ning MS-DOS~ (Microsoft 1991) and a variety of peripheral devices. We 
required fast and reliable access to large volumes of electronic informa- 
tion because, as noted e a r l i e r ,  SYVAC3-CC3 t -yp ica l ly  stores results from 
8000 variables for each of up to 40 000 simulations. Our associated compu- 
ter hardware includes conventional magnetic-disk storage devices controlled 
by VAX computers, and more recent magneto-optical disk storage devices 
controlled by VAX workstations. 
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INTRODUCTION 

Quality assurance (QA) is the system of means and actions to provide confi- 
dence that a given product meets requirements and performs its intended 
functions satisfactorily. Quality assurance is important to the postclo- 
sure assessment of nuclear fuel waste disposal because the asse,ssment 
involves complex models of extensive natural and engineered systems, many 
uncertain and variable parameters, and large computer codes. In addition, 
the results of the assessment may influence decisions with large financial 
and significant safety implications. 

The QA program was developed in parallel with the postclosure a:ssessment 
project. It has matured following an iterative and evo1utionar:y procedure, 
using feedback from interim assessments for continuous improvement. What 
has remained constant in the QA program are its major features and objec- 
tives. An improved program and high-quality products can be expected once 
site-specific studies are initiated, mainly because a complete and mature 
QA program will be in place from the beginninq of the project. 

The discussion in Section B.2 outlines the QA program for the postclosure 
assessment documented in this report. Section B.3 describes in more detail 
the quality assurance procedures used in the development of the =stems 
yariability Analysis Code, generation 3, using models for the Canadian 
Concept, version 3,  for the disposal of Canada's nuclear waste - 
(SYVAC3-CC3). That is, it documents the measures taken to show that the 
code correctly implements the systems variability analysis approach and the 
CC3 system model. 

Documentation on the justification and applicability of the CC3 models and 
data is contained within the primary references for the vault model 
(Johnson et al. 1994), the geosphere model (Davison et al. 1994) and the 
biosphere model (Davis et al. 1993). We include in this appendix a discus- 
sion of comparisons that have involved the computer code SYVAC3. 

- Section B.4 discusses the credibility of the models used in 
SYVAC3-CC3 for the postclosure assessment of the reference dis- 
posal system. It provides evidence that the models and code 
properly represent the physical features and behaviouir of the 
Concept for disposal of Canada's nuclear fuel waste for nuclear 
fuel waste disposal. 

- Section B.5 describes the quality assurance procedures pertaining 
to the data used in SYVAC3-CC3 for the postclosure assessment of 
the reference disposal system. It provides a clearly defined 
Lr-dil slluwir~y huw the data specified fur the pustclosur-e assess- 
ment is supplied to SYVAC3-CC3. 

B.2 THE OUALITY ASSURANCE PROGRAM FOR THE POSTCLOSURE ASSESSMElJT 

The objectives of the quality assurance program for the postclosure assess- 
ment discussed in this report are 



- to demonstrate compliance with regulatory safety requirements, 
notably those stated by the Atomic Energy Control Board (AECB) 
(1385, 1987) ; 

to increase confidence in the assessment, especially with regard 
to concerns of safety for the public and the environment; and 

- to contribute to the verification and (to the extent possible) 
the validation and evaluation of assessment results. 

Validation is commonly regarded as a procedure that involves comparison of 
the predictions of a model with observations of a real system. In the case 
of the postclosure assessment, the results from SYVAC3-CC? apply to times 
up to lo4 a and longer. This implies that validation cannot be achieved in 
full because the operation of an actual disposal system cannot be observed 
over the time frame required to permit comparison with results from 
SYVAC3-CC3. There is also no direct analogue known in nature that would 
permit a complete comparison. Nonetheless, different components of the 
model may be validated to some extent, through comparisons with experimen- 
tal observations (generally covering short times spans) and wiLh rlatural 
analogues (often covering long time spans). 

Complete validation of the models contained in SYVAC3-CC3 is, therefore, not 
achievable. However, Dormuth (1993) notes that validation is not essential: 

. . .  it is not generally necessary to show that 
performance-assessment models make accurate predictions 
of actual performance. Rather, it is necessary to 
answer the following: given an analysis employing, in 
general, a mathematical model, computer program, datd 
input, numerical results, and interpretation of results, 
is the conclusion justified by the analysis? The answer 
Lu this question may or may not require model evaluation 
by comparison with observations. For example, in safety 
assessments it is sometimes necessary to establish only 
that the impacts are likely to fall below a quantitative 
safety criterion. In such cases, models may err on the 
side of conservatism or bound the impacts. In fact, it 
could be satisfactory or desirable to use a model that 
is not realistic, and not subject to validation, as long 
as it overestimates the impacts. 

In contrast to model validation, model evaluation is feasible. Model eval- 
uation is defined as the 

activity of assessing the reliability of a model through 
observations of real systems. No level of accuracy is 
specified beyond which a model itself is considered to 
be validated. Instead, the information from the model 
evaluation is used by assessment analysts to help estab- 
lish confidence in their performance assessments. A 
model that has been compared with observations is said 
to be evaluated, and the more thorough a set of ohserva- 
tfons the model has been compared with, the more thor- 



oughly evaluated it is. Saying that a model is 
evaluated does not in itself mean that the model is 
suitable for a particular application. Deciding that 
the model is suitable for an application is a judgment 
that must be made with a knowledge of the requirements 
of the application and information about the charactcr- 
istics of the model, including information from any 
model evaluation that has been done (Dormuth 1993). 

Similar views are expressed by McCombie and McKinley (1993), who state that 
the validity of a model depends upon the complexity of the system being 
modelled, the use of the model, and what accuracy and degree of confidence 
is required in drawing conclusions about possible consequences of reason- 
able evolution scenarios. 

Our QA measures are, therefore, designed to provide confidence in the reli- 
ability and credibility of the results reported in this postclosure assess- 
ment, with an emphasis on model evaluation rather than model validation. 

The QA program deals with all phases of the postclosure assessment life- 
cycle: planning, research, model development, code development, c!omputer 
simulations and analysis of results. It incorporates the concept. of 
"built-in" quality, with emphasis on defect prevention and correc:tion. 
Quality attributes are defined and priorities established, partic:ularly for 
software. Attributes such as reliability, understandability, usa.bility, 
completeness, and efficiency are considerations in the work procedures (see 
Section B.3 and IAEA (1987) for an extended list and for definitions of 
software quality attributes). 

The QA program addresses work organization, qualification of personnel, 
effectiveness of procedures, control of products and review of documenta- 
t ion. 

B.2.1 WORK ORGANIZATION 

The postclosure assessment and development of the a s s v c i a L e d  c u n ~ p u t e r  codes 
are the responsibility of the Environmental and Safety Assessment Branch 
and, in particular, the Postclosure Assessment and Software Development 
Sections, working cooperatively and in close communication with each other. 
The project is divided into functional areas for the executive, vault 
model, geosphere model, and biosphere model, with specialty teams assigned 
to each area. Regular project meetings are held to discuss plans, pro- 
gress, and problems; frequent direct communication occurs among all 
involved staff. 

For each of the three major models uf Lhe d i s p v s a l  system, a Model Working 
Group has the responsibility to define and justify the assessment model and 
the data. Each Model Working Group includes a representative from the 
Environmental and Safety Assessment Branch who i s  responsible for develop- 
ment of the associated model in SYVAC3-CC3. Each Group also has represen- 
tatives from research and development organizations across the CNFWMP, with 
responsfbllltles for the scientific and engineering expertise required to 
support the CC3 model. 



Other special projects, such as scenario analysis, involve task groups 
whose members are selected from all appropriate research disciplines wi-thin 
the CNFWMP. 

QUALIFICATION OF PERSONNEL 

Postclosure assessment staff have post-secondary education and experience 
in a wide variety of fields that are pertinent to the waste disposal sys- 
tem, including computer science, mathematics, chemistry, physics, geuloyy, 
biology and engineering. The varied backgrounds of the staff, who work 
closely together, contributes to the elimination of errors in models, data 
and code. In addition, many members of the group have taken specialized 
training in modelling techniques, numerical analysis, structured analysis, 
design, coding, and testing of software, as well as project management. To 
keep up to date on methods, conferences and symposia are attended 
regularly. 

B . 2 . 3  EFFECTIVENESS OF PROCEDURES 

Many of the activities performed for the postclosure assessment are con- 
trolled using documented procedures. For example, procedures have been 
established for 

- the translation of mathematical and scientific models to computer 
software using model and design specifications; 

- the movement of data from its source to the input files used by 
SYVAC3-CC3 using a master database; 

- the submission of SYVAC3-CC3 for execution on a computer, includ- 
ing control of input files and output files; and 

- the development of FORTRAN software following specific standards 
(such as those described by Hoffman and Sherman (1985)). 

These procedures are periodically reviewed and refined, to improve their 
effectiveness as elements of quality assurance and quality control. 

B.2.4 CONTROL OF PRODUCTS 

Computer software items produced to support the postclosure assessment are 
under strict control. This control includes 

Access to criticalfiles. Each such file can be modified by only one 
authorized individual. Critical files include those that store 
the FORTRAN code making up SYVAC3-CC3, those that contain the 
data used by SYVAC3-CC3, and those containing results of the 
simulations. 

lndependent development and inspection of products. The development and 
preliminary testing of software is performed by one or several 
individuals, and a different group of indivfduals is responsible 
for inspection, review, and approval of the resultant computer 
software products. 



- Records describing all changes to computer software products. All changels are 
documented on a standardized form, recording the reasons for the 
change, the items produced (such as new specifications and new 
code files), the personnel who performed the work, including who 
tested, inspected, reviewed, and approved the change, and the 
date of completion of each stage of work. 

- Records describing all data used in the simulation. All data used in SYVAC3 -CC3 
are stored in computer files. These files include a full 
description of the data, identification of the personnel who 
authorized its use, and a brief justification of its choice. 
Access is fully controlled so that only one authorized individual 
can write to or modify these files, although other personnel in 
the program can examine the information they contain. 

- Systematic release of reference versions of computer software. Each ver s ion is 
uniquely identified, and the collection of products comprising a 
complete computer code are stored together in computer files with 
an associated written record (the I a t t ~ r  i no1 udes the r:ompl eted 
change forms). The collected products are archived and have 
controlled access. 

B.2.5 REVIEW OF DOCUMENTATION 

AECL has established a formal review and approval procedure for all publi- 
catiorls a11d clocul~~erlts iL reledses . The L eview process typically i~lvulves 
detailed examination of documents by one or more scientists and engineers 
who have an appropriate level of expertise. Approvals are required by line 
management hefore a p~~hlioation can he released. Finally, many ~xt-ernally 
published reports undergo a further level of peer review, organized by the 
publishers. 

All simulation results appearing in the postclosure assessment are also 
reviewed in detail. This review includes confirmation that data referenced 
in the.text, in tables, and in figures are correct. The process of 
extracting and manipulating SYVAC3-CC3 output data is repeated by a person 
other than the one who originally did the work. The use of graphical and 
data analysis tools, computer command procedures, and the specific data 
files used are recorded and archived, along with the computer procedures 
and scripts employed. 

B.3 SOFTWARE OUALITY ASSURANCE 

B.3.1 INTRODUCTION 

The SYVAC3-CC3 computer program is used for preparing quantitative esti- 
mates of impact for the postclosure assessment study documented in this 
report. It has been developed over a period of about ten years. The pre- 
vious generations, SYVACl and SYVACZ, were used to perform interim assess- 
ments (Wuschke et al. 1981, 1985; Goodwin et al. 1987); both the codes and 



assessment results have been widely reviewed and commented upon by the 
scientific community. 

The software and its development procedure have been externally reviewed 
throughout the development period. This includes review (although not 
necessarily endorsement) by the Technical Advisory Committee on the 
Canadian Nuclear Fuel Waste Management Program (TAC 1993 and preceding 
reports) and the AECB. Several international waste management organiza- 
tions are actively using and developing their own versions of SYVAC 
(including the U.K. Department of the Environment, the U.S. Department of 
Energy, the Swedish National Board for Spent Nuclear Fuel, and the Spanish 
waste management agency). There has been useful cooperation with and feed- 
back from these organizations, including detection and subsequent removal 
of defects. Finally, parts of SYVAC3-CC3 have also been used in code 
intercomparison exercises of the Nuclear Energy Agency (NEA) of the 
Organisation for Economic Cooperation and Development (OECD) (see 
Section B.4). 

Other software has contributed to the postclosuse assessment, but quality 
assurance efforts have been concentrated on SYVAC3-CC3 because it most 
directly affects the assessment. Supporting software has been subjected to 
many of the quality assurance measures described below. 

The software QA program under which SYVAC3-CC3 has been developed has 
evolved over the project lifetime. What is described here is the current 
state of the program. Actual practices may not have been entirely as des- 
cribed for every piece of the software. However, the objectives have not 
changed; although techniques may be different, there has always been the 
intent to produce high-quality products. 

B.3.2 ELEMENTS OF SOFTWARE DEVELOPMENT 

Software development is based on accepted principles ot sound software 
engineering practice, integrated with QA principles. The development 
framework takes into account the following considerations: 

- specified priorities for software quality attributes, 

standards and conventions, 

- development methods, 

- configuration and change control, 

- verification, review and approval, and 

- application of automated software development tools. 

Thcse considerations are described further in the sections that follow. 
They are applied to the software development functions of analysis, design, 
coding, testing and documentation, and the QA activities of planning, con- 
trol and verification. They are performed by staff whose education and 
experience is commensurate both wlth software development and with tile 

technical aspects of the disposal system. 



B.3.2.1 Software Oualitv Attributes 

The list of desirable software quality attributes is very long; IAEA (1987) 
shows a sample list. However, many attributes are very similar or encom- 
passed by others, thus we have chosen to concentrate on nine attributes for 
SYVAC3-CC3. The goal is to best achieve these attributes, recoglnizing that 
some are contradictory so that judgment is needed to obtain a balance 
leading to the highest overall quality. For example, usability, or the 
ease of operating the program, may be increased at the expense of complete- 
ness or the number of options available, or portability could be increased 
by coding practices that reduce the efficiency on a particular system. 

A description of the nine selected attributes follows. 

Reliability 

- The ability to produce, from specified input, specified outputs 
that are sufficiently precise to satisfy their intended use; and 

- The extent to which specifications are satisfied and tlne code can 
be expected to continue to perform its intended functions. 

Understandability 

- The clarity of the functions of the software, as determined by 
its use of standard control structures, simplicity, cvllciserless 
(minimum repeated code but not excessively fragmented), consis- 
tency in format, notation, and structure, and communicativeness 
(comments, meaningful mn~mnni cs, rl early annotated inp~lt-s and 
outputs) . 

Usability 

- The effort required to learn, operate, prepare input and inter- 
pret output; 

- The flexibility allowed in input, functions performed and data 
storage; and 

- The help provided to the user who may encounter errors resulting 
from input, hardware or software. 

Completeness 

- The extent to which all required functions are present( developed 
arid documented; and 

- The availability of information required to determine or verify 
nhj~ctives, assumptions, constraints, inputs, outputs, components 
and development history. 

Maintainability 

- The ease with which additions and revisions can be made. 



Portability 

- The ability to be moved and to operate well on different computer 
configurations; and 

- The independence from computer operating systems, hardware and 
peripheral equipment. 

Testability 

- The extent of facilitating establishment and implementation of 
test plans, specifications and procedures. 

Reusability 

- The ease with which the program in whole or in part can be inter- 
faced to other programs and used in other applications. 

- The economy of computer resource requirements to run the program, 
particularly processor time and storage space. 

B.3.2.2 Standards and Conventions 

Many standards and quality assurance guidelines were considered in the plan- 
ning of the software development process, including several from the 
Canadian Standards Association (CSA 1982a, 1982b, 1985, 1988, 1990), the 
Institute of Electrical and Electronic Engineers (IEEE 1983a,b; 1984a,b; 
1986a,b, 1987), the North Atlantic Treaty Organization Allied Quality 
Assurance Program (NATO 1981), the International Atomic Energy Agency (IAEA 
1978, 1979, 1983, 1984, 1987), the United States Department of Defence 
(US DOD 1988a,b), and the American National Standards Institute (ANSI 1978; 
1986a,b; 1987; 1988; 1991). The software development process that was fol- 
lowed is not based on any one specific quality assurance standard, but the 
principles were adopted In a for111 dpplicable to scientific research pur- 
poses, where: 

- The requirements and expected results may not be well known from 
the outset, and 

- A large number of revisions have to be made rapidly, as results 
are examined and the general knowledge base increases. 

Project-specific standards and conventions for the format and contents of 
software products follow the updated r.eculrunendations of Hoffman and Shcrman 
(1985). For example, FORTRAN-77 standards (ANSI 1978, 1991) are used for 
the code, with the following designated exceptions: 

- lower case is permitted in comments and literal text output; 

- the exclamation mark comment indicator may be used in the vari- 
able description section of the code; 



the IMPLICIT NONE statement is included in each module; and 

the INCLUDE statement is used to insert FORTRAN PARAMETER speci- 
fications, COMMON statements, and declarations of the associated 
variables. 

These exceptions are allowed because of the substantial advantages they 
provide, while being easily and automatically convertible to standard 
FORTRAN-77 code. Readability and understandability of the code and output 
are enhanced through use of lower case to help distinguish between comments 
and executable code. Use of the exclamation point comment indicator allows 
the definition and units of each variable to be provided in a compact and 
easily recognized form, providing the maximum amount of information in each 
display screen. The IMPLICIT NONE statement enforces declaration of each 
variable, thereby reducing data typing errors and detecting misspelled 
variable riarnes. The INCLUDE statement helps avoid repeated code and 
reduces the effort and risk of error associated with modifying all instan- 
ces of duplicate code. 

Conventions are also followed for the naming of files and computer disk 
directories. This is helpful in distinguishing file contents and versions, 
and program structure and function. These conventions are compatible with 
the file access protection system, for maintaining control and assigning 
individual responsibility for each software item. 

B . 3 . 2 . 3  Development Methods 

Structured techniques are used for analysis, design and coding. Although 
no single software development methodology is used, the methods of Yourdon 
(1979, 1982) and DeMarco (1979) have had the greatest influence. Some 
influence from Martin and McClure (1985) is also apparent in the form of 
the software products (these products are outlined in Section B.3.3). 

B.3.2.4 Confisuration and Chanse Control 

~esponsibility for each software product is assigned to specitic individu- 
als, and a documented scheme is used to store the products. Figure B - 1  
shows an example: it is a copy of the change request form used to track 
software development. For each step in the development process, it lists 
the software items and personnel involved, including identification of 
personnel responsible for reviewing and approving the activity. 

Configuration control for SYVAC3-CC3 uses the well-established file direc- 
tory structure and access protection of the Digital Equipment Corporation 
VAX-VMS operating system. Software products are stored in hieralrchical 
directories, segregated according to the major functional parts of the 
software (executive, vault model, geosphere model and biosphere models, and 
packages within them, such as parameter sampling and time-series manage- 
ment), and the software development step producing thcm. Thcrc are also 
separate directory structures for various versions of the software, includ- 
ing released versions and the current development version. Version identi- 
fication is embedded in the directory names. Backups of each version are 
kept physically separate and secure on optical disk and magnetic! tape. 



Number: 
SOFIWARE CHANGE REQUEST 

1 
submitted by: Date: 

version number of the division(s) affected: 
sv3- nL3- CC3- SUP- TLS- CIG- Other- 

Packages or Program. affected: 

IDeBcriptian of the ohange or problem: (attach if necessary) IEl 

IChanql description summary (for folder records file): I I 
Recorded by: Date : 

Analysis by: Date: 

comment. / Names and vcr~iona of analysis products: 

~unctional Test Data: not required 1 I or attached [ I 

Approved [ I with priority -, or termrnated I ](give reason above1 

Implemented by: Date: 

comments / Names and version. of implementation products: 

A 
N 
A 
L 

I 
n 
P 
L 
E 

Implementation completed [ I, or terminated [ ](give reasons above) 

Number: - 

N 

Inspection by: Date: 

Comment. (attach if neceasaryl: 

~ - -  

~napcction completed I I ,  or terminated I ](give reaeon above) 

90-APR-05 Form ESAB-CR-38 (continued Over) 

Commente (attach if necessary): a; 

I 
N 
S 
P 

R 

Integration oompleted I I ,  or terminated [ ](give relaon above) 

N 

Integration by: Date: 

Run regueBt number 
comments / Names and veraione of integration product.: 

Approved for installation [ 1, or terminated [ ](give reaeon above) 

computer files installed by: Date: 

paper files installed by: Date: 

version number of the division(#) installed into: 
SV3- CC3- HL3- SUP- TLS- CFC- Other- 

comments: 

FIGURE B-1: A Change Request Form for SYVAC3-CC3 Software 

I 
N 
I 
E 
C 

I 
N 
S 
T 
A 
L 

L 
A 

Installation completed I I, or terminated I ](give reason above) 

One of these forms is used to control and track each software change to SYVACBCC3, including 
addition of new software. The form is sectioned according to the different steps in the software 
development process and is passed sequentially to those individuals who are responsible for the 
completion of each step. At the conclusion of each step, there is a review and formal sign-off, 
indicating that all required activities have been completed and that all required documentation has 
been produced. 

N 

90-APR-05 Form ESAB-CR-38 (~onoludcd) 



Each part of the software is comprised of many files for design, documenta- 
tion, code and testing. The FORTRAN code making up SYVAC3-CC3 is broken 
into about 6 6 5  modules, and each module is a small stand-alone unit of 
software, such as a subroutine or COMMON block. All modules are stored in 
separate files, named using the module name. Embedded in each file is 
information on the name and purpose of the module, and a history of version 
numbers, the date of creation and identification of the authors. 

Access to all SYVAC3-CC3 files is controlled in two ways: 

- The normal file protection mechanism offered by the V.AX-VMS oper- 
ating system. Using this mechanism, execute, read, write and 
delete privileges can be selectively assigned to different groups 
of users who have access to the computer. 

Access control lists, to provide more specific protection. Dif- 
ferent levels of access privilege can be assigned to specific 
individuals. SYVAC3-CC3 files and complete directorises of files 
are regulated such that most individuals can only real3 and exe- 
cute the tiles. The capability to write and delete tiles is 
strictly limited to authorized personnel. Only authorized indi- 
viduals have the authority to change particular files; they also 
have responsibility for the content of the files. 

B.3.2.5 Verification, Review, and Approval 

The software development process incorporates specific inspection and review 
steps, and includes unit, functional and system tests (see Section B.3.3 and 
Figure B-2). Each step requires formal approval, and the work is scruti- 
nized as it is used by the succeeding step. There is provision for itera- 
tion through the steps in the event that any deficiencies are detected. 

B.3.2.6 Automatcd Softwarc Development Tool A~~licotion 

Several commercial and many locally developed tools are used to automate 
the software development process (makinq it less prone to human error) and 
to provide checks. These tools include code generators, static and dynamic 
code analyzers, documentation generators, and character, graphics and word 
processing editors. Table B-1 lists some of the tools used during the 
development ot SYVAC3-CC3. 

THE SOFTWARE DEVELOPMENT PROCESS 

All SYVAC3-CC3 software development is considered to be a change, including 
the addition of new code. The process is initiated when a user or devel- 
oper submits a chanqe request form (shown in Figure B-1) to the software 
project librarian. 

Figure B-2 illustrates the series of elements or steps that make up the 
SYVAC3-CC3 software development process. Most elements are per:Eormed 
sequentially for each change made to the code, and several are completed 
periodically. These elements integrate software production and qualfty 
assurance activities. A system for control of the software configuration 
(and change) is also closely coupled with the development process. 



TABLE B-l 

1 
1 

Name Purpose 

ADDFR 

CHEKER 

DDMERG 

DECdes ign 

DSTRUC 

FPE 
AUDITOR 

PCA 

RESEQ 

STRCHT 

UNITCK 

a folder yecord-to record the status of software 
changes. 

FORTRAN coding convention checker-to promote 
consistency in coding style. 

data dictionary m e - t o  combine lists of variable - 
definitions. 

Digital Equipment Corporation analysis and design 
tool-used for the production of data flow diagrams. 

analyze and document the data flow and call structure 
of FORTRAN code. 

FORTRAN Programming Environment Auditor (Soft001 - 
Corporation)-for static syntactical analysis of 
code. 

Performance and coverage analyzer (Digital Equipment 
Corporation)-to determine and record the extent to 
which the code is exercised during testing. 

resequence FORTRAN statement labels-re-number the 
labels so that they appear in order and at equal 
intervals. 

draw a program structure chart 

physical unit checker-analyzes the balance of 
physical units of variables in FORTRAN expressions. 



EIS 6-8.2 

A 

For Each Change 

I 
1 

Periodically 

FIGURE B-2: The SYVAC3-CC3 Software Development Process 

A sequential set of steps, shown as rectangles, are followed for each change. The sequence is 
indicated by the arrows leading from one rectangle downwards to the next. There is provision for 
feedback to previous steps in case deficiencies are found, as indicated by the arrows on the left of 
the rectangles. Each of these steps contributes to the librarianship function, as indicated by the 
dotted arrows on the right-hand side of the rectangles. In addition, several functions, indicated as 
ovals, are performed periodically. 



Each element in Figure B-2 is briefly described below, with emphasis on 
quality assurance aspects. 

This function bcgins the configuration and change control process and the 
creation of a change audit trail. Each change request form is assigned a 
number and placed in a file folder. This folder is passed to each person 
involved in the development process. Additional material is added to the 
folder; for example, documents produced during development, records of all 
work done and official approvals given at each step in the development 
process. ~t the installation step (Section B.3.3.7) in the software change 
process, this folder and its contents are filed by the project librarian 
and provide a permanent record of actions taken during processing of the 
change. 

In addition, each change request is tracked by an entry in a computer data 
file that records the submission information. This entry is supplemented 
at each step of the development process to provide up-to-date information 
on the status of all the change request. 

The main purpose of the analysis step is to document the function to be 
coded and to identify essential function-specific data (that is, data cen- 
tral to the problem rather than those required only to implement a particu- 
lar solution). This documentation uses notation that is suitable for the 
subject area of the problem addressed, easily understood by experts in that 
field, and is reviewed by some of these experts. Use of data flow dia- 
grams, data dependency diagrams and data dictionaries is encouraged. In 
addition, other means are used if they are more effective, such as a synop- 
sis containing mathematical equations with accompanying written descrip- 
tions. 

The analysis function also provides data values to be used both in func- 
tional tests of the code produced and in the expected results from that 
data. Further, a priority for implementation of the change is assigned so 
that related or dependent activities can proceed in a logical manner. 

Implementation is divided into four parts that can be done iteratively for 
different parts of the change: 

- Design. The purpose of software design is to define and document 
the code sLrucLure, luyic and detailed transfer and storagc of 
data. For revisions to existing code, it also provides a user- 
oriented description of the change. Documentation produced by 
the design step includes program structure charts, algorithm 
specifications (such as pseudocode), file and COMMON block 
descriptions, templates for user supplied modules and data 
dictionaries. 



Code. Source language files are created or revised, as are code 
data dictionary files. 

Check. To ensure code consistency, static analysis tools are 
applied to all source code. These tools include codes that 
perform syntax analysis, check compatibility with format 
standards and test for consistency in physical units of variables 
in all applicable source code statements. 

- Debug. code is compiled and linked in functional unit:; of each 
major model. Several test cases are simulated, with data that 
are typical and that one data selected to exercise portions of 
the code judged to be potentially most troublesome. Complete 
code coverage is not required (compare with Section B.3.3.8), but 
tests are instrumented to report which statements wer~e exercised 
in the tests. 

B.3.3.4 Inspection 

To obtain an independent check with a different perspective, the implemen- 
tation products are inspected by personnel other than those who carried out 
the implementation. Inspection is usually completed by the analyst respon- 
sible for the code involved. The word "inspectionv as used here is not 
meant to imply the formal process described by Fagan (1976), but rather the 
common dictionary meaning, more akin to "code reading" and "desk checking," 
and includes examination of the test results produced by the stand-alone 
model tests done in the implementation step. 

B.3.3.5 Intesration 

This step integrates the revised code into a complete program. Minor code 
changes (ones that are not expected to affect the code function, such as 
modification of comment statements) may be made if necessary f o x  Lhe i11Le- 
gration or to comply with formatting standards. All such changes are 
documented. The complete code is compiled and linked, and then tested. 

B.3.3.6 Review 

The analyst responsible for the new code reviews the previous work, partic- 
ularly the integration and integration test results, to ensure that the 
objective of the change has been met and that the change has been made in a 
suitable fashion. If the code change necessitates a change to the refer- 
ence input data, an associated database change request is issued. 

B.3.3.7 Installation 

Computer files produced throughout the development process for each change 
are copied from development directories to the current reference director- 
ies. This step contributes to configuration control because these refer- 
ence files can be created or deleted only by an authorized individual. 

All relevant documentation associated wlth the change, including the com- 
pleted change request form, is filed by the project librarian. A copy of 
the completed change request form is sent to each person involved in the 
change, as notice that the installation is complete. 



Testing at the unit (or individual subroutine) level is done to check the 
software at the most detailed level and to achieve complete test coverage. 
Visual inspection of the design documents and code is done using checklists 
to identify desirable attributes and typical error-prone constructions. 
Driver programs and stubs for called modules are written to execute indi- 
vidual modules. Test data are prepared and expected results determined. 
Test simulations are then done, ensuring that every statement in the test 
module is executed, and then the expected and actual results are compared. 
The test process is documented and all pertinent documentation and files 
are archived. 

Unit tests are initiated at the direction of the project manager, usually 
when a reasonably stable program is achieved. Kersch and Oliver (1994) 
describe unit testing of some SYVAC3-CC3 modules, performed by contractors 
for the United States Department of Energy. 

B.3.3.9 Functional Testinq 

Functional testing concentrates on groups of modules and their operation 
together to perform more general functions than individual modules. Some 
of this type of testing has already been done during development and is 
supplemented in this step by using additional data sets. Emphasis is on 
critical or suspect functional units of code and on previously untested 
options and conditions. As with unit testing, these tests are fully docu- 
mented and all pertinent files are archived. 

Functional tests are initiated at the direction of the project manager, 
usually when a reasonably stable program is achieved. 

B.3.3.10 System Testinq 

To check all module interfaces and ensure that the general objectives of 
the complete program are met, the integrated program is tested in a system- 
atic way using sets of data that exercisc every major program function and 
option. Documentation includes matrix charts relating the function tested 
to the test data set used. All pertinent material is archived. 

System tests are initiated at the direction of the project manager, usually 
when a reasonably stable program is achieved. 

B.3.3.11 Release 

Release provides a reference version of the code for subsequent use. A 
collecLivn uf  static analysis and documentation tools are run on the ver- 
sion to be released. 

The access protection of the released version is changed so that only the 
project leader has the ability to change or delete the files. No further 
changes are made to the software in these directories. 

A copy of the released version is moved into directories to be used in 
future development. 



B.3.3.12 Distribution 

Distribution involves setting of a unique serial number in the source code 
and making copies of both electronic and paper material. Records are kept 
of what material is sent to whom and when. 

B.3.4 SUMMARY AND CONCLUSIONS 

The software QA program for the postclosure assessment has clear objec- 
tives, with reliability being foremost, and it includes many other impor- 
tant software attributes. The organization of this quality program is 
aligned with the function to be performed and makes use of the extensive 
skills and expertise of the staff involved. Specific, detailed procedures 
guide each task. Many concepts of quality are addressed: to build in qual- 
ity during the routine production tasks, to provide products fit for their 
intended use, and to give confidence in their use. 

B.4 MODEL OUALITY ASSURANCE 

B.4.1 INTRODUCTION 

Much of the postclosure assessment relies on mathematical models that are 
implemented in a computer code, SYVAC3-CC3. They are used to simulate 
features, events and processes that could lead to the escape of radio- 
nuclides from the disposal vault and to provide bounding estimates of sub- 
sequent effects for thousands of years after closure of the vault. Because 
the simulations are projections of events far into the future, a direct 
comparison of estimated impacts with observations (or model validation) is 
not possible. Hence, as noted in Section B.2, we use a series of model 
evaluations to help establish confidence in the models utilized in the 
postclosure assessmenl. 

The models used in SYVAC3-CC3 are generally condensations of detailed 
research information and contain the essential features needed for the 
assessment simulations. They were constructed through the efforts of three 
Working Groups, one each being responsible for the vault, geosphere, and 
biosphere models that make up the system model. These same Groups were 
also responsible for documenting the evaluation support for the models, 
provided in the primary references for the vault model (Johnson et al. 
1994), the geosphere model (Davison et al. 1994) and the biosph'ere model 
(Davis e L  dl. 1993) . 

Our discussion is focussed on measures that give credence to the successful 
implementation of the models in the SYVAC3-CC3 code. Two types of activi- 
ties have proven particularly useful: 

- comparisons of sample simulation results with those produced 
independently by other groups, and 

analysis of the sensitivity of the assessment results to changes 
in the models and data. 



These activities are described in the following sections. Another powerful 
activity, comparisons with observations of natural analogues, is documented 
in separate reports (Cramer 1986, 1993; Goodwin et al. 1989). 

B.4.2 9 ARI N I 

One method of building confidence in SYVAC3-CC3 is through comparisons of 
results from similar computer codes. Such comparisons are particularly 
useful if they involve codes that have been independently developed to 
treat the same problem: 

- Similarity in the models used and the structure of the codes 
provides evidence that a common understanding exists concerning 
the processes of importance in the system and the way in which 
they should be modelled. 

- Similarity in the estimated impacts and identification of impor- 
tant processes and parameters increases our confidence in the 
models and codes. 

Several groups throughout the world are engaged in assessment work for 
radioactive waste management (AECL 1994). Thus there is a variety of 
models and data under development for use in simulating nuclear waste 
disposal systems. Some of the associated cooperation and interaction 
between these groups is discussed below. 

B.4.2.1 Com~arisons with NUTP 

One achievement of the Canadian National Uranium Tailings Program is a 
computer code called UTAP (for Uranium Tailings Assessment Program). The 
UTAP environmental assessment code simulates the movement of radionuclides 
and chemically toxic elements away from a pile of uranium mine tailings 
(SENES 1985, 1986; Holmes 1987). AECL Research was contracted to 

- carry out an independent development of the specifications for 
the tailings model: 

- produce the corresponding code, based on SYVAC3; and 

- simulate the same scenario as that for the UTAP code 

The results of these studies show acceptable agreement between the results 
produced by the UTAP code and the code bdsed on SYVAC3 (Guudwin and Andres 
1986, Goodwin et al. 1987), thus generating confidence in both codes. 

B.4.2.2 Com~arisons with PSAC 

Several assessment groups that have developed probabilistic systems 
approaches have joined the Probabilistic Systems Assessment Group (PSAG; 
also known by their former acronym, PSAC, for Probabilistic Systems Assess- 
ment Code User's Group), sponsored by the NEA of the OECD. The PSAG has 
established a set of exercises to compare results and to test various 
aspects of probabilistic systems assessment codes systems. 



The exercises completed to 1990 are known as the PSAC Levels 0, E and la 
Intercomparisons: 

- The Level 0 Intercomparison (PSAC 1987) was designed to test the 
executive code (that portion of the program that invokes the 
models and usually performs auxiliary functions, such as data 
input and output and sampling of probability density functions), 
and the sensitivity analysis used to analyze the results. A set 
of simple submodels and associated data were used to simulate the 
processes of waste form leaching, transport of radionuclides 
through a buffer layer in a vault and through a single layer of 
rock in a geosphere, and to estimate dose to man from drinking 
water from a well at the surface of the geosphere. seven fission 
products were studied. 

- The Level E Intercomparfson (PSAC 1989) was also designed to test 
the executive code. In addition, an analytical solution to the 
exercise was available for a more comprehensive comparison. This 
exercise also used simple models representing container failure 
and transport of radionuclides through two layers of geological 
media with different hydrogeological properties. Radiation doses 
result from radionuclides that enter a stream used for drinking 
water. Four radionuclides were studied: 129~, and the decay 
chain 237~p, 2 3 3 ~  and 229~h. 

- The Level la Intercomparison had two aims (PSAC 1990). The first 
was to select and develop appropriate models to describe a hypo- 
thetical disposal concept. The second was to apply these models 
in an assessment code, and then compare the results from the d i f  
ferent codes. Thus this exercise provided for some degree of 
testing of the modelling capability of the participants. The 
supplied description of the concept included processes such as 
container failure, waste form leaching and sorption on the media 
in the vault and geosphere through which radionuclides must 
travel. 

Each of these studies involve comparisons of many different estimated vari- 
ables. Each study also shows that results using SYVAC3 are in gsood agree- 
ment with the corresponding results from the other groups (PSAC 1987, 1989, 
1990). Results from SYVAC also show good agreement with the analytical 
solution of the Level E Intercomparison. For example, Figures 2.5b and 2.6 
of the the Level E report (PSAC 1989) show the estimated peak do,ses esti- 
mated. by SYVAC are virtually identical to the peak doses from th~e analyti- 
cal solution. 

One additional exercise, known as thc PSAC Level lb Intercompari,son, was 
completed in 1992 (PSAC 1993). The Level lb exercise provides a test for a 
biosphere model whose specifications are quite different from the corre- 
sponding specifications in SYVAC3-CC3. We participated in this exercise 
using the SYVAC3 executive code with a biosphere model that meet:; the 
required specifications and that is based on many of the model-building 
algorithms used in SYVAC3-CC3. Our contributions are in good agreement 
w l t h  results from other participants ( P S A C  1 9 9 3 ) ,  providing further support 
for SYVAC3-CC3. 



B.4.2.3 Com~arisons Between SYVAC2 and SYVAC3 

An interim assessment of long-term impact was carried out using an earlier 
generation of the code, SYVAC2 (Wuschke et al. 1985). SYVAC3-CC3 has 
evolved from SYVAC2 and includes refinements to the models that represent 
the physical system and improvements to the computational algorithms. Both 
codes use the same basic approach to probabilistic systems assessment, and 
both were developed to assess the concept for disposal of Canada's nuclear 
fuel waste. 

Although they are closely related, the two codes were developed about five 
years apart, and many of the development personnel were different. Also, 
the results from SYVAC2 have been extensively scrutinized, and no signifi- 
cant computational errors were discovered. Thus, a comparison between the 
two codes contributes to the QA of SYVAC3-CC3. 

To perform the comparison, it was necessary to select a case study where 
both SYVAC2 and SYVAC3-CC3 could be applied. Many improvements were 
included in SYVAC3-CC3, to better represent the systems and processes 
involved. For example, SYVAC2 used a simple geosphere model to approximate 
transport in three homogeneous layers, whereas SYVAC3-CC3 uses a more flex- 
ible network model that can include the effects of homogeneous layers, 
tracture zones, and more than one vault sector (see Davison et al. (1994) 
and Section 5.4 in the main text). 

The case study selected was one in which differences between SPVAC2 and 
SYVAC3-CC3 were expected to be unfmportant. For both codes, it was decided 
that the models would not be modified. In instances where the models were 
substantially different, adjustments to the data were sometimes possible so 
that the differences would be minimized. An example where adjustments were 
made is for the model describing failure of the containers: SYVAC3-CC3 
includes failures resulting from initial fabrication defects, crevice cor- 
rosion and delayed hydride cracking, whereas the corresponding model in 
SYVAC2 includes only uniform corrosion. However, the data for both codes 
could be adjusted, such that the calculated rates of container failures are 
similar. 

The results of the case study showed satisfactory agreement between the two 
codes. All siqnificant differences in results were examined and are attri- 
buted to differences between the models used in SYVAC2 and SYVAC3-CC3 that 
could not be resolved by adjustments to the data. The results of this 
exercise add to our confidence that the SYVAC2-SYVAC3 family of codes is 
self-consistent within the limitations mentioned above. 

B.4.2.4 Intercomparisons Involvins the SYVAC3-CC3 Vault Model 

The vault model in SYVAC3-CC3 includes a complex solution to a set of par- 
tial differential equations that describe contaminant transport through the 
buffer and backfill (Johnson et al. 1994). To test these solutions, a 
study was carried out by staff of Ontario Hydro, with two main objectives: 

- to develop independently a dffferent solution to the same set of 
equations, and 



- to compare results between the Ontario Hydro solution and the 
SYVAC3-CC3 solution. 

A report describing the contract work concludes that both sets of results 
correspond very closely (Chan and Advani 1991): most differences are very 
small and arc attributed to differences in assumptions used in t.hc two 
solution algorithms. Further study of the remaining differences is in 
progress. 

Another code comparison involved the vault model in SYVAC3-CC3 and the 
AREST code developed for the waste management program in the United States. 
Only a qualitative comparison could be made because the two codes were 
originally developed to describe different disposal options. One important 
difference occurs because the vault model in SYVAC3-CC3 simulates contami- 
nant movement by transport in moving groundwater and by diffusion, whereas 
AREST accounts only for diffusion (Liebetrau et al. 1987n,b; Apted et al. 
1987). Despite these differences, the results of the comparison showed 
that both codes show similar trends. For example, the two codes showed 
similar behaviour for the radioactive decay and ingrowth of 226~a, and 
similar effects when the rates of container corrosion were varied (Engel et 
al. 1989) . 

These two code comparisons add to our confidence that the vault model in 
SYVAC3-CC3 performs as expected and as required. 

~ . 4 . 2 . 5  Intercomparisons Involvins the SYVAC3-CC3 Geosphere M O M  

INTRACOIN, the International Nuclide Transport Code Intercomparison Study, 
is an international cooperation project for comparing models for release 
and transport of radionuclides in geologic media (INTRACOIN 1984). The 
study was conducted before SYVAC3-CC3 was completed; however, the geosphere 
model in SYVAC3-CC3 was later used to perform the simulations specified in 
test cases 1 and 2 of the level 1 series of the INTRACOIN study. 

The level 1 series focussed on the numerical accuracy of the codes. Test 
cases 1 and 2 involved radionuclide transport through single and multiple 
layers of media with uniform hydrogeological properties. Results from the 
SYVAC3-CC3 geosphere model (described by Davison et al. (1994)) are in 
excellent agreement with other corresponding results (described in 
INTRACOIN 1984)). 

Another test of the geosphere model in SYVAC3-CC3 was based on the results 
reported by Gureghian and Jansen (1985). These authors describe the 
results of a simulation describing the transport of radionuclides in a 
three-member decay chain through a two-layer medium. Simulations of the 
same system performed using SYVAC3-CC3 showed excelle~~l agreement (Davlson 
et al. 1994). 

Finally, a comparison has been made between the g e o s p h e r ~  model in 
SYVAC3-CC3 and MOTIF (the application of MOTIF to the reference disposal 
system is described by Davison et al. (1994)). The study, which compared 
the transport of a nonsorbing tracer (in two-dimensional space using MOTIF 
and a network of one-dimensional segments using SYVAC3-CC3) show satisfac- 
tory agreement (Chan et al. 1991). 



The SYVAC3-CC3 version of the biosphere model has not been directly com- 
pared with other biosphere model codes in model intercomparison exercises. 
However, in developing the SYVAC3-CC3 code we have generated results 
comparable to those obtained by other researchers using their research 
codes. We have also recreated the sample calculation reported in 
Appendix C of the primary reference for the biosphere model (Davis et al. 
1993). This reference describes results obtained using BIOTRAC, a computer 
code which is functionally equivalent to SYVAC3 and the biosphere model 
from SYVAC3-CC3 (with modifications to mimic contaminant transport out of 
the geosphere). We are confident that SYVAC3-CC3 and BIOTRAC give results 
comparable with the research models on which they are based. 

Comparisons to other model codes have been made of the research versions of 
the component submodels of BIOTHAC: aquatic and terrestrial geosphere/ 
biosphere interfaces, contamination of soil from above and below, and 
transport through surface waters, the atmosphere and the food chain. The 
main vehicle of model intercomparison has been the BIOMOVS (Biosphere Model 
Validation Study) program (Haegg and Johansson 1988). The BIOMOVS program 
is an international cooperative study to test models for the environmental 
transfer and bioaccumulation of radionuclides and other trace substances. 
It was initiated by the Swedish National Institute of Radiation Protection, 
and includes members from Canada, the United States, Japan and twelve 
European countries. The first phase of BIOMOVS, which spanned five years 
and was successfully completed in 1990 is now being supplemented by 
BIOMOVS I1 (1992). We are continuing in the international effort to test 
models designed to quantify the transfer and bioaccumulation of radio- 
nuclides and other trace substances in the environment. 

In BIOMOVS, the participants defined a number of specific test scenarios 
involving nuclide transport through some part of the biosphere. Each par- 
ticipant modelled the scenarios independently and submitted results to the 
project secretariat for compilation and analysis. Differences between the 
estimates produced by the various models were identified and evaluated in 
terms of the differences in input data, and in model structure and assump- 
tions. The scenario definitions were set up to encourage diversity of 
opinion on the processes, pathways and compartments that need to be 
modelled. 

Results from BIOTRAC were submitted for four BIOMOVS scenarios: 
Scenario B 2 ,  irrigation with contaminated groundwater (Grogan 1989); 
Scenario B6a, discharge to a generic terrestrial zone (Jones 1990); 
Scenario B6b, discharge to two site-specific terrestrial zones (Jones 
1990); and Scenario B7, discharge to a river (Zeevaert 1990). Each BIOMOVS 
scenario deals with pdthways LhdL dre cel~L.~dl i11 Lhe IIIUV~III~IIL u l  ~~uclides 
from an underground source through the biosphere and includes the 
geosphere/biosphere interface in both aquatic and terrestrial settings, 
soil contamination from hoth subsurface and above ground sources, and 
transport through surface waters, the atmosphere, and the food chain. The 
four scenarios also consider a long time frame and treat radionuclides of 
importance in the waste management context. Taken together. the four 
scenarios have exercised key components of BIOTRAC. 



AS a general rule, all participants calculated the same trends in compart- 
ment concentrations. For a given scenario, compartment and radionuclide, 
the estimates of eventual steady-state concentrations from the various 
models typically ranged over 2 to 5 orders of magnitude. Resultxi from 
BIOTRAC were never extremely large nor small but lay within the range of 
values estimated by the other models (Grogan 1989, Jones 1990, Zeevaert 
1990). However, our steady-state concentrations tended to be on the high 
side. This reflects the conservative bias built into BIOTRAC and is a 
desirable feature in a model designed for long-term assessments. The large 
spread in the results arises largely from the nature of the BIOPlOVS 
exercise. 

The BIOMOVS study has shown that 

- there is a common understanding of the processes and pathways of 
importance in nuclide transport through the biosphere; 

- the BIOTRAC code is consistent with those of others worldwide 
(and because they are functionally equivalent, we extend this 
conclusion to the biosphere model in SYVAC3-CC3); and 

- our estimates of impact are comparable with others worldwide. 

In the assessment of the reference disposal system, the situation is better 
defined than in the BIOMOVS scenarios, and the parameter values are chosen 
to reflect the restricted range of possible values; thus the uncertainties 
are likely to be smaller than those found in the BIOMOVS study. 

B.4.3 SENSITIVITY ANALYSIS 

The models used in SYVAC3-CC3 have been developed from more fundamental 
research models based on laboratory and field data. The SYVAC3-CC3 models 
are meant to simulate the evolution of the important variables of the vault, 
geosphere and biosphere for the reference disposal system, in accordance 
with detailed model results. The results of the simulations include identi- 
fication of those parameters in the SYVAC3 models that should be important 
for the reference disposal system over long periods of time. 

The results of the sensitivity analyses of the models and the system as a 
whole can be studied to see whether they are reasonable. The results des- 
cribed in Chapter 6 in the main text and Appendices D and E have been pre- 
sented for review to members of the Canadian nuclear fuel waste management 
program whose responsibilities involved the development of resea.rch models 
and data. Specifically, the reviewers examined all important parameters 
that had been identified in the sensitivity analysis of the median- value 
simulation and the probabilistic simulation. They were asked t.o confirm 
that the results from SYVAC3-CC3 are consistent with their understanding of 
and experience with the more fundamental research models and data. The 
conclusion of this review has verified the results of the sensitivity 
analyses, supporting our confidence that the SYVAC3 models faith.fully 
represent the important features of the detailed models from which they 
were derived. 



The QA of the models has involved many approaches. This includes extensive 
code intercomparison, comparisons with observations of natural analogues 
(discussed by Cramer (1986, 1993) and Goodwin et al. (1989)) and investiga- 
tion of model behaviour through serlsitivity analysis as well as code func- 
tional testing, as discussed in Section B.3.3.9. 

Each of these studies have supported our confidence in the accuracy and 
reliability of the models as they are used in the assessment. They also 
support our belief that this assessment approach can serve as the basis of 
the long-term environmental impact assessment of an actual disposal system 
at a site on the Canadian Shield. 

D.5 DATA OUALITY ASSURANCE 

B.5.1 INTRODUCTION 

The SYVAC3 calculations with the CC3 models require data for many thousands 
of parameters, contributed by dozens of researchers. These data and the 
corresponding models and model linkages were constructed through the efforts 
of the three Model Working Groups responsible for the vault, geosphere and 
biosphere models in the system model. These same Groups were also responsi- 
ble for documenting the validation support for the data (and models); this 
documentation is provided in the primary references for the vault model 
(Johnson et al. 1994), the geosphere model (Davison et al. 1994) and the 
biosphere model (Davis et al. 1993). 

The discussion here is focussed on measures that give credence to the suc- 
cessful implementation of the data in SYVAC3-CC3. It covers the issues of 
data consistency and data use in SYVAC3-CC3. 

- To ensure consistency in the data set as a whole, data contribu- 
tors were asked to apply the guidelines in Stephens et al. (1989, 
1993) when they recommended parameter values for the postclosure 
assessment. The guidelines describe the hypothetical disposal 
system and set down the assumptions made about future climate, 
the nature of the critical group and other information needed to 
specify precisely the intended meaning of the assessment simula- 
tions. 

- To ensure that the intended data is actually used in SYVAC3-CC3, 
an automated procedure was established to track the transfer of 
all data from the data contributors through to a SYVAC3 input 
file. The procedure includes some elements of the above issue to 
help ensure the data set is consistent. 

The discussion below outlines the procedure for handling SYVAC3-CC3 data. 
A computer database is used to store the data, and computer programs are 
used to transform and transfer the data whenever possible. This automated 
approach has the advantages of 



- avoiding manual methods that tend to be error-prone when dealing 
with such large amounts of data, and 

- allowing for multiple reviews of data (as noted below) 

B.5.2 TIIE MASTER DATABASE 

The database for SYVAC3-CC3 data was designed and implemented to meet the 
followins specific requirements: 

- store all data used by SYVAC3-CC3 for the postclosure assessment; 

- accept data provided on printed or electronic forms, such as the 
standard form shown in Figure B-3; 

- enable different people to c o n t r i b u L e  data, but control data 
entry into the database itself; 

- ensure that the data for each model is approved by designated 
reviewers, so that only approved data can be placed in the data- 
base; 

- provide checks to ensure that the approved data has been cor- 
rectly entered into the database; and 

- automate generation of input files for SYVAC3-CC3 from the data- 
base. 

Control of the database is achfeved throligh several integral aspects of the 
data-handling system. Responsibility for data integrity is assigned to a 
specific individual, known as the Database Manager, who controls data 
entry. The computer system file protection facilities limit access to the 
data, so only the Database Manager can modify these files. Before entering 
data, the Database Manager must obtain all required reviews and approvals. 

The master copy of the database, the Master Data File (MDF), corisists of a 
computer library of word processor files. The MDF was set up using the 
data requirements of the SYVAC3-CC3 code itself. The data handling pro- 
qrams begin by reading the SYVAC?-cC3 "INCLUDE" files to extract the names 
of all variables used to store data in SYVAC3-CC3 (specifically, all input 
and output variables are identified). 

Figure B-4 shows the flow of data associated with the database. Most of 
the data handling is automated from the time data are received from the 
contributors until they are installed in a SYVAC3-CC3 input file. 

Data was entered into the MDF by different routes, depending on the prefer- 
ences of the data contributor to 

Provide data in written tabular form 

- Provide the data on a standard data form (Figure B-3). For this 
and the previous case, data entry clerks entered the data into 
temporary files, until the data were confirmed (described below) 
and could be moved to the MDF. 



SWACI-CC3 Parameter Characteri~tics for the CAD Poat-Closure Amsesnment 

1. Data Authorisation 
DaLa rubmALLc4 by: Yare:  

(signature) 

PLEASE TYPE. SEE ESAB GUIDELINES FOR DEFINITIONS OF TERMS. 

2. Parameter Full Name, Com~lcte Definition and Mathemtical Svnbol 

I Full Name: I 

Complete Definition: 

PDF Type: 

Mathematical Symbol (if any): 

Bounds: None I 1, or 
Value bounds L I ,  or 
Quantile bounds [ I 

3. SI Units 

Upper bound: 

Lower bound: I 
4 .  Probability Density Function (PDFI for the Parameter 

I Attributes ( a , b  c ,  ~ , o , i ~ , ~ s D , a i , a l . n ,  (ai, bi.wi) as appropriate for type: 
(List on back of page or on I eeparate page if you need more space.) 

- - - - - - - - 
5. Dependence (if any1 on Another Parameter via a Correlation Coefficient 

Independent 1 I ,  or 
Dependent on parameter; 

(Full Name) 
wlth Correlation Coefficient [between -1. and tl.): 

88-Sep-26 Form ESAB-PC-1 (continued on back) 

6. Reasone for This Choice of PDF (Please provide juatificstion for the given 
info-tion, including PDI type, attribuLs., h u r r d m ,  Llrc yrlncAp.1 
sourcea of uncertainty, underlying aaaumptiona, aimplificationa and 
qualifying condition., and attach a plot of the PDF and data point. uaed. 
Alternatively, please provide a reference where this infomation r a y  be 
found. ) 

7. SWAC3-CC3 Information (TO BE COMPLETED BY ESAB) 

9ho?+ name nf the paranrb.r in g Y Y P I F 1 - r P l .  

Long name (up to 32 characters); 

Data are oompatible wlth CC3 
model constraints. Checked by: Date: 

(signature) 
Data have been corlcctly clltercd intu 
SWAC3-CC3 data base. Checked by: Date: 

(signature) 

88-Sep-26 Form EsAB-PC-1 (continued from other aide) 

FIGURE B-3: Sample Form Used to Transfer Data to the SYVAC3-CC3 Master 
Database 

The top line of the form identifies the person contributing the data, and the FORTRAN name of the 
corresponding parameter in SYVAC3-CC3. Box 1 contains the authorization of the data contributor 
and chairperson of the Model Working Group for the vault, geosphere or biosphere models. Boxes 2 
to 6 describe the parameter, its probability density function (PDF), and the reasons for choosing that 
PDF. Finally, box 7 contains confirmations that staff in the Environmental and Safety Assessment 
Branch, Whiteshell Laboratories have made further checks of data compatibility with the model and 
correct entry into the database. 



EIS 6-8.4 
I-------- ? S Y V A C ~ - C C ~  1 

Include File I 
I ----,--- 1 

04---- - - . . ' ' \ 
\ 

/ 
/ Approval by: \ 

\ 
I - Data Contributor , 

1 
\ 

- Modeller, and I 
\ -Working Group 
\\ Chair N / 
' . 

Parameter .----- -/' 

I 
C ,  I---- --- 

I 
I Archive I 
I I 
1 -------- l 

Parameter 
Map I 

CC3 Master Data File : 
- 

Blank 
'c v v 

SYVAC3-CC3 
lnput File 

v 
Unsorted 

SYVAC3-CC3 Solubility Sorption Network 
Data Data Data 

REORG 
Parameter 

& SYVAC3-CC3 /-:---- . Input File ,' Revlewed by '\ 
\,Contributor,,' ------ -------- I Single 1 v 

I Parameter 1 
1 Values Files 1 SYVAC3-CC3 
I 
I (*.ONF) I 
L ------- A 

FIGURE B-4: Data Flows Associated with the SYVAC3-CC3 Master Data File 

The rectangles designate objects in the system, and the ovals designate processes. The shaded 
ovals identify computer programs written specifically to handle this data. The dashed outlines 
indicate items created or processes done manually, at least partially, whereas the solid outlines 
indicate automation. 



Provide the data on electronic media (such as computer mail). In 
this instance, the completed files were transferred to the Data- 
base Manager, who installed them in temporary files for confirma- 
tion and final entry. 

For very large arrays of data already stored on computer, special programs 
were written to arrange the data into the format required for the database. 
A provisional database was used to recreate the original arrays, which were 
compared with the contributor's data files to confirm that the data trans- 
formations had been done correctly. 

For all data entry methods used, printouts of the temporary files were 
returned for review and confirmation to the data contributor. As well, the 
printouts were forwarded for review and approval to: 

personnel in the Environmental and Safety Assessment branch 
responsible for the development of the SYVAC3-CC3 code for the 
model(s) that use the data; and 

the appropriate chairperson(s) of the vault, geosphere and bio- 
sphere model working groups who have overall responsibility for 
the development of the models and data. 

Once all required approvals were available, the Database Manager moved the 
data from the temporary files into the MDF and archived the original col- 
lection of forms containing the formal approval signatures. 

Another computer program was developed to extract data from the SYVAC3-CC3 
input files. Sample of this data were again verified by the contributors, 
confirming that no errors had been introduced in producing the MDF or the 
SYVAC3-CC3 input files. 

Changes to data are handled as described above: the new data are entered 
and held in temporary files until confirmed, and then the existing MDF is 
updated. Thus the MDF holds only the most recent version of data, although 
copies of all successive versions are available in archived files. 

In a few instances, data for several variations of a given parameter were 
kept in the data base. For instance, different sets of data were required 
to describe vault and geosphere properties for a vault with rooms below 
fracture zone LD1, for another vault with rooms above and below LD1, and 
for three disposal systems with waste exclusion distances of 30, 50 and 
70 m. All the data for these variations were held in files labelled with 
the name of the case. 

CREATING SYVAC3-CC3 INPUT FILES 

SYVAC3-CC3 input data files are generated automatically from the master 
database files, and assessment simulations are performed by a designated 
individual who has access for creating and modifying these files. 

To produce input files for SYVAC3-CC3, a file without numerical values is 
first created in the format required by SYVAC3-CC3. Parameter names, units 
and data contributor names are inserted from dictionaries stored in the 



database, as provided by the system modellers. Then the requir~ed parameter 
distributions are read from the database and inserted into the input file. 

In addition to the main input file, SYVAC3-CC3 requires three fixed data 
files containing solubility data for the vault model, and sorption and 
seqment network data for the geosphere model (Szekely et al. in prepara- 
tion). Computer codes have been written that generate the first two of 
these files from data in the database. The third fixed data file does not 
vary often, and can be reliably generated manually. 

Whenever a new version of SYVAC3-CC3 is released, an archive copy of the 
database, compatible with that version, is also made. 

Many data checks are done within SYVAC3-CC3. Input routines ensure that 
parameter data are correctly stored internally, in variables matching names 
given in the input file. Where practical, individual modules perform range 
checks on incoming and outgoing data. 

B.5.4 SUMMARY AND CONCLUSIONS 

The quality assurance of data has spanned the sequence of steps leading 
from the laboratory and field research to the assessment code results. 
Manual handling is minimized, and the data is checked by several experts, 
each emphasizing a somewhat different perspective. 

The procedures and checks provide confidence t.hat the data suppLied through 
the research program are accurately transferred to SYVAC3-CC3 for use in 
the postclosure assessment. 
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C.l INTRODUCTION 

In Canada, the Atomic Energy Control Board (AECB) is responsible for regu- 
lations that apply to the operation of nuclear facilities. The AECB has 
issued several regulatory documents pertaining to the long-term Irlanayerr~er~L 
of radioactive waste. Three regulatory documents apply to the postclosure 
assessment: R-71 (AECB 1 9 8 5 ) ,  R-104 (1987a) and R-72 (AECB 1987b). Sec- 
tions C.2 to C . 4  discuss aspects of these documents that r e l a t e  to t .he 

postclosure assessment, emphasizing radiological criteria. 

Section C.5 describes other considerations that pertain to chemically toxic 
contaminants and to the protection of the environment. 

The federal Environmental Assessment Review Panel (EARP) has issued guide- 
lines (EARP 1992) that provide another source of environmental safety cri- 
teria. These criteria have also been taken into consideration for the 
postclosure assessment. 

C.2 THE AECB REGULATORY DOCUMENT R-71 

The AECB document R- 7 1, entitled Deep Geological Disposal of Nuclear Fuel Waste: 
Background Information and Regulatory Requirements Regarding the Concept Assessment Phasl? ( AECB 
1 9 8 5 ) ,  1s the primary statement by the AECB that provides the basis for 
regulatory review and assessment of the concept for disposal of Canada's 
nuclear fuel waste. It is concerned particularly with the concept 
assessment stage (if the concept were to he a c c e p t e d ,  t h e n  R-104 would 
become the relevant guide for licensing a specific site). The AECB 
Regulatory Document R-71 defines the following requirements: 

- general requirements for a geological disposal system; 

- specific requirements for the concept assessment and its documen- 
tation; and 

- specific requirements for the analysis and predictive modelling 
of the perfnrmance nf the disposal system, and its documentation. 

The general requirement for the postclosure phase, which begins after 
closure of the disposal facility, is 

Following closure, the performance of the waste vault 
must be such that the probability of radiation doses to 
merrtbers ul: Lhe public, attributable to the existence of 
the vault, exceeding a small fraction of doses received 
from natural background radiation will be small. (AECB 
1985). 

The AECB Regulatory Document R-71 discusses the need to assess the entire 
dfsposal system, to perform sensitivity analysis and to have a quality 
assurance program. It also specifies that the postclosure assessment must 
f nclude 



- estimates of annual effective dose equivalents, and 

- evaluation of the significance of inadvertent human intrusion 
into the vault. 

The requirements of R-71 are met in the postclosure assessment in discus- 
sions of 

- the assessment of the entire disposal system, along with descrip- 
tions of the behaviour of the vault, geosphere and biosphere 
subsystems (Chapters 6 and 7 in the main text). 

- the results of sensitivity analyses (Chapter 6 in the main text, 
with details in Appendices D and E). 

- quality assurance of models, data and computer codes. This topic 
is discussed in Appendix B. More details on the models and data 

are provided in the primary references for the vault model 
(Johnson et al. 1994a), the geosphere model (Davison et al. 
1994a) and the biosphere model (Davis et al. 1993). 

- estimates of the annual effective dose equivalent that are attri- 
butable to the contaminants placed in the disposal vault (Chapter 
6 in the main text). 

inadvertent human intrusion. This topic is discussed in Sec- 
tion 6.8 in the main text for times up to lo4 a, and is based on 
a detailed analysis by Wuschke (1991, 1992). The Environmental 
Impact Statement (EIS) (AECL 1994) provides discussion covering 
longer time-scales. 

C.3 THE AECB REGULATORY DOCUMENT R-72 

The AECB Regulatory Document R- 7 2, entitled Geological Considerations in Siting a Vault 
for Underground Disposal for High-Level Radioactive Waste ( AECB 1 9  87 b ) describes the 
general characteristics of a disposal facility. It discusses several 
fundamental objectives and requirements: 

. . .  a successful disposal system for radioactive waste 
which incorporates both man-made and natural components 
should 

(a) isolate and retain radioactive substances to allow 
for more complete radioactive decay; 

(b) restrict the movement of those radionuclides which 
may escape from the vault, thus prolonging the 
tfme durfng which further radioactive decay can 
take place prior to thefr return to the biosphere; 
and 



(c) restrict human contact with the waste 

Furthermore, in the development of any radioactive 
waste disposal concept, the following fundamental 
requirements must be considered: 

(a) The disposal system and its components must be 
capable of accommodating disturbances due to 
natural phenomena likely to occur in the vicinity 
of the vault, so that any increase in risk to the 
public due to the escape of radionuclides as a 
result of these disturbances would comply with 
regulatory requirements. 

(b) The disposal should be passive; that is, it should 
be designed to minimize the obligation imposed on 
future generations to oversee the continued safe 
isolation of the waste (AECB 1987b). 

The AECB Regulatory Document R-72 also describes five geological criteria 
for an acceptable site: 

The host rock and geological system should have 
properties such that their combined effect signi- 
ficantly retards the movement or release of radio- 
active material. 

There should be little likelihood that the host 
rock will be exploited as a natural resource. 

The vault site should be located in a region that 
is geologically stable and likely to remain 
stable. 

Both the host rock and the geological system 
should be capable uf w i L 1 1 s L d r l d i r l y  stresses without: 
significant structural deformation, fracturing or 
breach of the natural barriers. 

The dimensions of the host rock should be such 
that the vault can be deep underground and well 
removed from geological discontinuities. (AECB 
198733). 

Compliance with the Resulatorv Reauirements of AECB Resulatorv Document R-72 

The AECB Regulatory Document R-72 is oriented toward criteria for siting a 
disposal facility; these criteria are the focus of the primary reference on 
site screening (Davison et al. 1994h). Nonetheless, some aspect:: of R-72 
are dealt with by the postclosure assessment. In particular, the post- 
closure assessment provides 

- a quantitative description of the ability of natural and man-made 
barriers to isolate and retain contaminants and to restrict the 



movement of contaminants that may escape from the disposal vault. 
The results in Section 6.4 in the main text include detailed 
discussion of the relative effectiveness of each barrier, consid- 
ering effectiveness at different times and for different contami- 
nants. 

- an overall summary of the effectiveness of the disposal system in 
restricting human contact with the waste. Results are presented 
in Chapters 6 and 7 in the main text with additional details in 
Appendices D and E. The analysis includes consideration of the 
effects of geological discontinuities, notably the presence of 
fracture zone LD1, which intersects the horizon of the disposal 
vault (characteristics of LD1 are described in Sections 5.2 and 
5.4 in the main text). 

- a discussion of the ability of the disposal system to accommodate 
disturbances and to be passively safe. These issues are outlined 
in the discussion of scenario analysis (Chapter 4 in the main 
text) and in a supporting document (Goodwin et al. 1994). Sce- 
nario analysis also deals with the five geological criteria spe- 
cified in R-72, insofar as they relate to the postclosure assess- 
ment. More detailed discussion on these issues is provided in 
the EIS (AECL 1994), the primary reference on site screening 
(Davison et al. 1994b), with additional discussion in the primary 
references for the geosphere model (Davison et al. 1994a), the 
vaulr model (Johnson et al. 1994a), the biosphere model (Davis et 
al. 1993), the engineered barriers (Johnson et al. 1994b) and the 
conceptual design (Simmons and Baumgartner 1994). 

C.4 THE AECB REGULATORY DOCUMENT R-104 

The AECB Regulatory Document R- 10 4 , entitled Regulatory Objectives, Requirements and 
Guidelines for the Disposal of Radioactive Wastes - Long-Term Aspects ( AECB 19 8 7 a ) presents the 
quantitative and qualitative regulatory bases for judging the long-term 
acceptability of options for radioactive waste disposal. It describes 
three objectives: 

The burden on future generations shall be minimized by: 
(a) selecting disposal options . . .  which . . .  do not 
rely on long-term institutional controls as a necessary 
safety feature; (b) implementing these disposal options 
at an appropriate time . . .  ; and (c) ensuring that there 
are no predicted future risks to human health and the 
environroent Lhat would not be currently accepled. 

Radioactive waste disposal options shall be implemented 
in a manner such that there are no predicted future 
impacts on the environment that would not be currently 
accepted and such that the future use of natural 
resources is not prevented by either radioactive or 
nonradioactive contaminants. (AECB 1987a). 



The third objective is the protection of human health. This requirement 
contains a quantitative criterion for the postclosure phase: 

The predicted radiological risk to individuals from a 
waste disposal facility shall not exceed fatal 
cancers and serious genetic effects in a year, calcu- 
lated without taking advantage of long-term institu- 
tional controls as a safety feature. . . .  risk is 
defined as the probability that a fatal cancer or 
serious genetic effect will occur to an individual or 
his or her descendants. Risk, when defined in this 
way, is the sum over all significant scenarios of the 
products of the probability of the scenario, the magni- 
tude of the resultant dose and the probability of the 
health effect per unit dose. 

The level of risk selected . . .  is a level of risk frorn 
other activities that is considered to be insignificant 
by individuals in their daily lives. 

. . . a risk of in a year is the risk associated 
with a dose of 0.05 mSv in a year. Individual doses of 
0.05 mSv in a year are a small fraction . . .  of the 
annual dose received by the general population in 
Canada from natural background radiation . . .  (AECB 
1907a). 

Figure C-1 illustrates this level of risk by comparing annual doses from 
several sources of radiation. 

The AECB Regulatory Document R-104 also provides guidelines for application 
of the basic radiological requirements to the postclosure assessment. 

Guideline 1 : Identifying the Individual of Concern [ Sect ion 5 .1 of R - 10 4 ] 

The illdividual r i s k  requirements in the long term 
should be applied to a group of people that is assumed. 
to be located at a time and place where the risks are 
likely to he the greatest, irrespective of national 
boundaries. 

Definition of the lifestyle of the hypothetical group 
of people should be based on present human behaviour 
using conservative, yet reasonable, assumptions. The 
diet and metabolic characteristics of the group should 
be bdsed on present knowledge, assuming that the basic 
dietary requirements of future individuals will be the 
same as those of people alive today. 

Guideline 2 :  Probabilities of Exposure Scenarios [Section 5 . 2  of R- 104 ] 

The probabilities of exposure scenarios should be 
assigned numerical values either on the basis of 
relative frequency of occurrence or through best 
estimates and engineering judgments. 



About 50% chance of death 
(5000) mSv in a single exposure) 

l~rn~t  on total 
dose to rad~at~on AECB 
worker 
(20 mSvia) 

  regulatory limit 
on total dose to 
the general public 
from civilian 
nuclear activities 
(5 mSv/a) 

Average /' 
natural total 
background 
radiation in 
Canada 
(3 mSvia) 

Medical 
diagnostic 
X-ray (0.7 
mSv in a 
single dose) 

Annual dose 
associated 
with the AECB 
risk criterion 
(0.05 mSv/a) 

F I G U R E  C-1: Comparison of Annual Doses From Different Sources of Ionizing 
R a d i a t i o n  

The volumes of the cubes represent the relative magnitude of different radiation doses. 
- The largest cube represents a whole-body dose of 5000 mSv in a single exposure, from which 

there is about a 50% chance of death from radiation sickness. Individuals would be exposed 
to these severe doses only in the event of a major accident. 

- Each small cube in the three largest cubes is approximately equal to the total annual dose 
from radiation in the natural environment. The third smallest cube illustrates this "natural" 
annual dose. It amounts to about 3 mSv1a (Neil 1988). 

- The second largest cube is the International Commission on Radiological Protection (ICRP 
1979) ICRP recommended limit on total annual dose to a radiation worker. The value, 
20 mSvIa, is an average over a defined period of 5 a, with a largest permissible dose of 
50 mSv in any year. 

- The smallest cube represents an annual dose of 0.05 mSvla. This annual dose is associated 
with the radiological risk limit established by the Atomic Energy Control Board (AECB 1987a) 
and is a small fraction (about 2%) of radiation in the natural environment. 



The use of subjective probability is appropriate as 
long as the quantitative values assigned are consistent 
with the quantitative values of the actual relative 
frequencies in situations where more information is 
available. The uncertainty of the probability assigned 
should also be estimated. 

Guideline 3: Time-scale of Concern [ Sect ion 5 . 3  of R - 10 4 ] 

The period for demonstrating compliance with the 
individual risk requirements using predictive 
mathematical models need not exceed 10 000 a. Where 
predicted risks do not peak bcforc 10 000 a, there must 
be reasoned arguments leading to the conclusion that 
beyond 10 000 a the rate of radionuclide release to the 
environment will not suddenly and dramatically 
increase, acute radiological risks will not be 
encountered by individuals, and major impacts will nol; 
be imposed on the biosphere. 

Guideline 4: Output From Predictive Modelling [ Section 5 . 4  of R- 10 4 1 

Calculations of individual risks should be made by 
using the risk conversion factor of 2 x fatal 
cancers and serious genetic effects per sievert and the 
probability of the exposure scenario with either: 

(a) the annual individual dose calculated as the output 
from deterministic pathways analysis; or 

(b) the arithmetic mean value of annual individual dose 
from the distribution of individual doses in a year 
calculated as the output from probabilistic 
analysis. 

The Environmental Review Panel also cited the need to consider " t h e  poten- 
tial radiological dose received by humans . . .  in the vicinity of a site, at 
critical points in time" (EARP 1992). 

Compliance with the Requlatorv Reauirements of AECB Requlatorv Document R-104 

Compliance with the requirements and guidelines of R-104 is demonstrated in 
the postclosure assessment of the reference disposal system. Much of our 
analysis is focussed on annual dose estimates (ADEs) to members of the 
critical group. We then use these estimates to calculate the ra.diologica1 
risk. 

Risk is calculated using the prescribed equation (AECB 1987a): 



Where the summation extends over all significant scenarios, 

pi is the probability of occurrence of scenario i, as specified 
in Guideline 2; 

di is the annual dose (annual effective dose equivalent) in Sv/a, 
as specified in R-71, to an individual in the critical group 
(Guideline 1) and is the estimate for scenario i; and 

k is the risk conversion factor, a constant whose numerical 
value is 2 x fatal cancers and serious genetic effects 
(or serious health effects) per sievert, as specified in 
Guideline 4. (Section E.2 in Appendix E notes this risk con- 
version factor is based on recommendations from ICRP Publica- 
tion 26 (ICRP 1977). ICRP Publication 60 (ICRP 1991) recom- 
mends use of a larger value, 7.3 x for a somewhat dif- 
ferent risk end point of fatal and nonfatal cancers or severe 
hereditary effects. Section E.2 of Appendix E examines the 
implications of these more recent I C R P  recommendations.) 

The unit of risk is probability of serious health effects in a lifetime per 
year of exposure. Figure C-2 illustrates the calculation of risk, assuming 
that ADEs are known for two hypothetical scenarios. 

This definition of risk generally conforms with the definition given by the 
Canadian Standards Association (CSA) that uses the followiny equatiu11: 

Risk = probability x consequence (CSA 1991). ( c . 2 )  

For radiological impacts, the "consequence" in Equation C.2 corresponds to 
the product of the annual dose (di) and risk conversion factor (k) in 
Equation C.1. 

A modification to Equation C.l is sometimes recommended for large annual 
doses; that is, for annual effective dose equivalents that exceed 1 Sv/a. 
h'or example, the ICRP (ICRP 1993) and the Nuclear Ene~yy A y e I l c y  (NEA) (NEA 
1984) recommend that it is advisable to assume that a serious health effect 
will occur if ADEs are greater than 1 Sv/a. This qualification arises 
because prolonged exposure to large doses i s  likely to result. in serious 
health effects. The AECB Regulatory Document R-104 does not explicitly 
qualify Equation C.1. However, an equivalent qualification is implied by 
Guideline 3, if "acute" radiological risk is taken to apply to situations 
where there is a high probability of receiving a large annual dose in 
excess of 1 Sv/a (Section 5.3 of R-104 (AECB 1987a) uses the terms "acute 
radiological risk" and "acute doses"). We have interpreted Guidelines 3 
and 4 in such a manner. Specifically, if scenario j has an estimated mean 
annual dose that exceeds 1 Sv/a, the product d ' k is set equal to unity, j 
and the contribution of scenario j to the sum In Equation C.l is simply its 
probability of occurrence, pj multiplied by 1.0 serious health effects per 
year. It follows that the probability of occurrence of such scenarios must 
be less than one in a million to meet a radiological risk limit of 
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FIGURE C-2: Illustration of an Application of the Risk Equation 

The top two curves are for two hypothetical scenarios, showing Annual Dose Estimates (ADEs) 
plotted against time. In scenario A, the ADE is large at early times and rapidly drops to small values; 
this might occur, for example, with a relatively mobile and short-lived radionuclide such as 14c. In 
scenario B, the ADE is small at early times and rises slowly to an intermediate value; this might occur 
for a less mobile and longer-lived radionuclide such as 9 9 ~ c .  
Scenario B has a larger (assumed) probability of occurrence (0.8) than scenario A (0.2). These 
probabilities are used to construct the bottom curve, which shows the risk plotted against time. To 
construct the risk curve, we first multiply the ADEs from scenarios A and B by their probabilities of 
occurrence and by the risk conversion factor. We then add these two products, to give the risk curve. 
The units of risk are probability of a serious health effect per year. 



This modification to Equation C.l leads to larger calculated risk values 
for ADEs between 1.0 and 50'Sv/a (and smaller values for ADEs greater than 
50 Sv/a). In addition, the calculated risk would have a discontinuity if 
estimated annual doses pass through 1.0 Sv/a: the risk associated with an 
annual dose equal to 1 Sv/a would be equal to 0.02 pj, whereas the risk 
associated with a slightly larger annual dose would be equal to p j ,  a value 
that is 50 times larger. 

Guideline 4 implies that calculations of risk can be made using: 

- a single ADE, following deterministic pathways analysis. In this 
case, di in Equation C.l is that ADE for any given year after 
closure. 

- many ADEs, following probabilistic pathways analysis. In this 
case, di in Equation C.l should be thc arithmctic avcrage or mean 
value of the ADEs for any given year after closure. 

Our assessment provides both types of estimates and comparisons in the main 
text of this report: the former in Section 6.3 and the latter in Sec- 
tion 6.5. However, we consider the probabilistic analysis to be more 
informative for a decision-making process, becau-se it includes the effects 
of parameter uncertainty. We show in Section 6.5.1 in the main text that 
uncertainty has significant effects on the results of the postclosure 
assessment of the reference disposal system. 

We assume that the individual of concern (Guideline 1) is a member of the 
critical group. Section 5.6 in the main text and the primary reference for 
the biosphere model (Davis et al. 1993) define the characteristics of the 
critical group, chosen such that individuals in the group would be exposed 
to the greatest risk. 

Finally, we have addressed Guideline 3 by providing 

- quantitative estimates of the annual effective dose equivalents 
up to lo4 a following closure. We have actually extended our 
quantitative estimates to lo5 a, to demonstrate the performance 
of the disposal system to the limits of acceptability of the 
models and data. 

- reasoned arguments describing critical aspects of the expected 
performance of the undisturbed disposal system for long time 
frames. These arguments are summarized in Chapter 7 in the main 
text. The EIS (AECL 1994) provides additional discussion on the 
effects of potential disturbances and disruptions for times 
beyond lo4 a. 

C.5 OTHER SAFETY CONSIDERATIONS 

The AECB documents R-71 and R-104 (AECB 1985, P987a) and the guidelines 
from the Panel (EARP 1992) also specify that environmental impacts must be 
assessed for nonradioactive contaminants released from the dfsposal faclP- 



ity; however, they do not provide specific criteria, guidelines or stan- 
dards for nonradioactive contaminants. 

In establishing an actual disposal facility, the implementing organization 
would need to show compliance with all legislation, criteria, guidelines 
and standards applicable at the time. 

For the postclosure assessment of the reference disposal system, we take 
into consideration the criteria and guidelines noted below. Regulatory 
requirements are not available for some elements of potential concern (such 
as technetium and samarium). For these elements, we use very demanding 
assumed guidelines (such as those discussed in Section 6.5.4 in the main 
text a ~ i d  by Goodwin and Mehta (1994)) for the comparisons. 

The postclosure assessment of the reference disposal system provides esti- 
mated concentrations of contaminants in air, water and soil, for comparison 
with regulatory requirements. We note that two types of calculations are 
possible, consistent with Guideline 4 for radioactive contaminants (Sec- 
tion C.4). The estimated concentrations may be 

- single estimates calculated from deterministic pathwa.ys analysis; 
or 

- thearithmeticmeanvalueof estimates fromadistriblltionof 
estimates calculated using probabilistic pathways aria-lysis. 

Our assessment of the reference disposal system includes both tljpes of 
estimates. However, we consider the probabilistic analysis to be more 
valuable for decision-making because it includes the effects of parameter 
uncertainty. Our comparisons with regulatory criteria, therefore, use the 
arithmetic means of the estimated concentrations. 

WATER OUALITY 

To protect the quality of water, we examined the most stringent of the 
following regulations and guidelines. 

- Guidelines for Canadian Drinking Water Quality ( Health and Welfare Canada 
1989), issued under the Canada Water Act. This act establishes 
maximum acceptable concentrations in drinking water for 
substances known or suspected of causing adverse health effects. 
The maximum acceptable concentrations are selected to safeguard 
health on the basis of lifelong c u n s u m p L i v n  d u d  L h e  use of water 
for all domestic purposes. We also consider guidelines for some 
additional elements from McNeely et al. (1979). 

- Metal Mining Liquid EfJEuents Regulations issued under the Fisheries Act of 
Canada (Government of Canada 1978). These regulations specify 
maximum acceptable concentrations of some contaminants in mine 
effluents. 

- Ontario Water Resources Act (Government of Ontario 197 8 ) . This act 
provides objectives and regulations for the preservation of the 



quality and quantity of surface waters and groundwaters in 
Ontario, so that they are satisfactory for aquatic life, drinking 
water, agriculture and recreation. It establishes maximum 
permissible concentrations for metals and other substances in 
water. 

- Environmental Protection Act (Government of Ontario 1980 ) . This act 
specifies regulations for protection of the environment, with 
general information on parameters to be monitored in industrial 
effluents. 

These sources were used to determine the most demanding regulation or 
guideline for each chemical element of concern. For elements not covered 
by a regulation or guideline, we assume concentration limits that we 
believe have a large margin of safety. The assumed limits use information 
such as concentrations found in nominally uncontaminated groundwaters of 
the Canadian Shield, toxicity data for ingestion, and arguments based on 
chemical analogy (Goodwin and Mehta 1994). 

AIR OUALITY 

To protect the quality of air, we examined the most stringent limit on 
contaminant concentrations from Air Pollution Control Regulations (Kegulation 3 0 8  ) 

and Ambient Air Quality Criteria (Regulation 2 96 ) under the Environmental 
Protection Act of Ontario (Government of Ontario 1980). For elements not 
covered by a regulation or guideline, we assumed concentration limits that 
we believe have a large margin of safety. In general, however, our 
estimated concentrations of contaminants in air are far below 
concentrations that would likely have any detrimental impact. 

To protect the quality of soil, we examined guidelines for the maximum 
concentration of metals in soil given in the two Government of Ontario 
Publications : Guidelines for the Decommissioning and Cleanup of Sites in Ontario (Government 
of Ontario 19 8 9 ) , and Guideliner for Sewage S111dge Utilization on Agricwltl~ral Lands 
(Government of Ontario 1986), issued under the Environmental Protection Act 
of Ontario. These two reports cover only a few elements, and there are no 
criteria, standards or guidelines that give acceptable levels of 
concentration in soils for most elements of concern. 

We have, therefore, developed another criterion to establish concentration 
levels that we believe would have no sigriificarlL chemical LoxiciLy i111pacL. 
We assume that an acceptable concentration level can be based on the con- 
centration of the element in an "average" soil that is nominally free of 
contamination. These acceptable levels tend to be extremely small; for 
example, they are much smaller than any specified guidelines for any ele- 
ment (Goodwin and Mehta 1994). We use these more stringent concentration 
levels as criteria for soil quality. 



PROTECTION OF THE ENVIRONMENT 

The criteria, guidelines and standards described above are most.1~ oriented 
t-oward protection of human health. However, it is important that the post- 
closure assessment also examine what types of impacts might affect the 
environment in a broader sense. The AECB Regulatory Document FL-104 (AECB 

1987a) states that 

It is thought likely that the level of radiation pro- 
tection afforded all human individuals ensures adequate 
protection of other living species in the environment, 
although not necessarily individual members of those 
species. It follows then that by establishing the 
requirements found in this document [R-1041 concerning 
the radiation health burden on future generations, an 
appropriate requirement for environmental radiation 
protection is also formulated. 

"However, there is also a need to provide adequate 
protection for the general environment from the impacts 
that might arise from either radioactive or nonradio- 
active contaminants (AECB 1987a). 

The Panel has also noted prominently a requirement for protection of the 
environment (EARP 1992). Their guidelines state 

All discussions of potential long-term environmental 
impacts should include the corresponding risk figures 
to natural ecosystems and humans. Potential impacts 
should be expressed in terms that are readily under- 
standable, such as: 

- possible concentrations of radionuclides or other 
harmful substances at critical reference locations 
in the rock mass and surface environments; 

- the potential radiological dose received by humans 
and other biota in the vicinity of a site, at criti- 
cal points in time; 

- possible long-term or chronic pollution effects and 
bioaccumulation in the food chain; 

- the potential for additional cancers (EARP 1992). 

Although there is a requirement for evaluating impacts on the environment, 
we have not identified any specific sources that provide well-recognized 
criteria to judge the acceptability of our results. Therefore, for the 
postclosure assessment of the reference disposal system, we have followed a 
methodology that we believe conforms with current thinking and studies on 
protection of the environment. The methodology, outlined in Section 6.5.4 
in the main text, is discussed in more detail by Amiro (1992, 1993) and 
Davis et al. (1993). 



The methodology includes two general steps: identify the contaminants of 
concern and then evaluate their potential effects. The identification is 
made by comparing our estimated concentrations of raaloactive and non- 
radioactive contaminants with typical concentrations of the same nuclides 
that currently exist on the Canadian Shield. We assume that a contaminant 
from the disposal facility is environmentally acceptable if its addition 
would not significantly change existing environmental concentrations. That 
is, our comparison uses environmental increments that are a measure of the 
variabilities in existing concentrations (Arniro 1992). It should not be 
assumed that a contaminant is detrimental to the environment if it does not 
meet this criterion. For the postclosure assessment of the reference dis- 
posal system, we apply the criterion to identify contaminants that are of 
potential concern for protection of the environment, and then we evaluate 
their potential effects. (For an assessment of an actual disposal faci- 
lity, the impact of contaminants similarly identified would be evaluated 
and judged based on available criteria.) 

Our evaluation of impacts includes an examination of chemical toxicity 
effects and radiotoxicity effects. The latter includes evaluation of radi- 
ation dose to both human and nonhuman biota. It is generally accepted that 
protection of all human individuals from radiological effects also protects 
other species, though not necessarily individual members of those species 
(ICRP 1977, AECB 1987a). This is because mammals tend to be the most 
radiosensitive group of organisms (Whicker and Schultz 1982) and humans 
tend to be long-lived enough for latent effects to appear. In the post- 
closure assessment, we assume the critical group inhabits the most cant-ami- 
nated parts of the environment and, if the estimated annual dose to the 
critical group is small, then the annual doses to other species are also 
likely to be small. Nevertheless, nonhuman organisms could be exposed to 
larger doses because of their habitat or lifestyle differences, and there 
could be an effect on certain species without a concomitant effect on 
humans. For this reason, we also estimate radiation dose to representative 
nonhuman biota. Comparisons can then be made wiLh Lhe d~dildble regulaLoiy 
criteria or, otherwise, with corresponding environmental baseline data from 
the Canadian Shield (Davis et al. 1993) to evaluate the expected severity 
of the impacts to nonhuman biota. 
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D.l INTRODUCTION 

We present in the sections that follow more details of the deterministic 
analysis, or the analysis of the median-value simulation. In tliis simula- 
Liori, all lrlodel pdrdrneters dssume Lhei~ 111edidrl values. (The lrletlidr~ vdlue 
is the value corresponding to the 5oth quantile of a probability density 
function (PDF).) We use this analysis to examine and then illustrate 
important features and processes in the system model, in the absence nf 
obscuring effects arising from random sampling, (Appendix E discusses 
results of the probabilistic analysis, which is based on random sampling.) 

Note that the value of a variable calculated using median values for its 
parameters is not, in general, identical to the median value of the same 
variable taken from a set of simulations in which its parameters are ran- 
domly sampled. The two values will be different if the variable is calcu- 
lated using multiplicative or nonlinear combinations of its parameters or if 
the parameters are described using asymmetric PDFs. Thus for SYVAC3-CC3, 
the estimated annual dose at any time from the median-value simulation has a 
different value from the median estimated annual dose at the sanne time from 
any set of randomly sampled simulations. 

Sections D.2 to D.4 document the detailed analyses of the vault, geosphere 
and biosphere models when all parameters are fixed at their median values. 

Section D.5 presents some information on how the associated sensitivity 
analyses are conducted for the median-value simulation. Sections D.6 to 
D.8 then document the results for the vault, geosphere and biosphere 
models. 

Section D.9 provides some of the mathematical background involved with the 
analysis of barrier effectiveness discussed in Section 6.4. 

D.2 RESULTS FROM THE VAULT MODEL 

We describe herein the features of the vault model that are observed to 
most influence the results from the median-value simulation. Th.e vault 
model is outlined in Section 5.2 and described in more detail by' Johnson et 
al. (1994). 

CONTAINER LIFETIME 

The first process of interest is container corrosion, leading to failure of 
the container walls, ingress oi groundwater and release oi contaminants. 

Two failure mechanisms for titanium containers, crevice corrosion and 
delayed hydride cracking, are temperature dependent. Because estimated 
temperatures vary within the vault (Figure 3-3), container failure rates 
also vary with location in the vault. Thus each vault sector has its own 
distribution of failure rates and failure times. 



The highest temperatures occur in the centre of the vault; the lowest, near 
the edges. Figure D-1 shows the layout of the vault. We will illustrate 
the temperature-related effects for vault sectors 1, 3 and 11, which encom- 
pass the centre and edges of the vault and span the range of temperature- 
related effects that can occur. 

Figures D-2 and D-3 show the fractional rate of failure and the fraction of 
the containers that have failed as functions of the time for these three 
sectors. We observe that 

- Almost none of the containers fail before 500 a, and almost all 
fail by lo4 a after closure. 

- The great majority of the containers fail from crevice corrosion. 

- Only a few containers fail early because of (assumed) initial 
fabrication defects. The model for container failure includes 
the assumption that about one container in every 5000 will fail 
within 50 a because of defects (Johnson et al. 1994). We have 
distributed the early failures among the sectors in proportion to 
the number of containers in each sector. Thus there is a greater 
likelihood that more defected containers will exist in the larger 
vault sectors. With the combination oi parameters selected for 
the median-value simulation, between one to five containers fail 
early in sectors 1 through 6, but no containers fail early in 
sectors 7 to 12 (bccausc each of sectors 7 to 12 has fewer than 
5000 containers.) The failure rate corresponding to the early 
container failures is too small to be visible in the figures. 

- Only a few containers fail because of delayed hydride cracking, 
starting when an intact container cools to about 30°C. Contain- 
ers that cool early tend to fail early. They are barely discern- 
ible in the plot on the leading edge of the curve, occurring 
before 1000 a in sectors 1 and 3 and before 2000 a in sector 11. 
Containers that cool more slowly also fail at a later time 
becausc of hydridc cracking, but the total number that has 
already failed is so small (in the median-value simulation) that 
they are not visible in the figures. 

- Peaks occur in the curves as a result of the rising temperature, 
which increases the rate of crevice corrosion. Multiple peaks 
occur because of contributions to the rate curves from distinct 
populations ot containers having different local temperatures. 
This occurs for sector 1 in Figure D-2 but not for sector 11, 
which is cooler on the average because it has a much smaller 
areal extent, and a larger proportion of its containers are 
closer to the edge of the vault. 

- Containers in hotter parts of the vault fail earlier than con- 
tainers in cooler parts of the vault. Thus we observe that the 
containers in sector 3 tend to fail before those in sectors 1 and 
1 P 
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FIGURE D-1: Orientation of the 12 Vault Sectors 

Most of the sectors are clustered near fracture zone LD1, where the percentage change in distance 
to the fracture zone is greatest. Sectors 1 and 11 are at the edge of the vault and are expected to 
experience cooler temperatures than central sectors such as sector 3. 

An examination of daLa for all sectors shows that sectors 2 through 9 
behave much the same as sector 3. For these sectors 

- The mode in the container failure rate occurs at abou-t 1900 a; 
that is, the most probable time of failure of a container is 
about 1900 a. 

The distribution of failure rates is somewhat skewed such that 
the average time of failure is slightly greater than the mode. 

~ h t .  mu& drld dverdye failure times for all containers in the di:;posal vault 
would be near the above values because most of the containers in the 
disposal vault are located in sectors 2 through 9. 
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FIGURE D-2: Fractional Rate of Container Failure for the Median-Value 
Simulation 

The fractional rate of failure of the titanium containers is shown as a function of time for sectors 1, 3 
and 11. Each curve sums the contributions from the main failure mechanism, crevice corrosion, plus 
smaller contributions from delayed hydride cracking and initial fabrication defects. Peaks occur 
because of contributions to the rate curves from distinct populations of containers having different 
local temperatures. Containers in sector 3 fail earlier because more containers in it experience high 
temperatures than the containers in sectors 1 and 11. 
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FIGURE D-3: Accumulated Fraction of Containers Failing for the Median- 
Value Simulation. 

These curves show the aCC~mulated fraction of failed containers as a function of time for sectors 1, 3 
and 11. They are calculated by integrating the curves in Figure D-2 over time. 

Because virtually all the containers fail by lo4 a after closure in the 
system model, the entire inventory of contaminants available for instant 
release is discharged by that time to the container interiors, and then 
diffuses through the container and through the barriers. At the same time, 
congruent dissolution of the  waste matrices would also be taking place in 
the failed containers, but (as discussed below) it releases contaminants at 
a much slower rate. 



The two waste matrices in the vault are used fuel and Zircaloy. contami- 
nants leave the used-fuel waste matrix by both the instant- and congruent- 
release mechanisms, and the Zircaloy waste matrix by only the congruent- 
rclcasc mechanism (Johnson ct al. 1994). 

Iodine-129, 14c and "TC have different instant-release inventories. For 
the median-value simulation, these inventories amount to 8.1%, 13.0% and 
6.0% respectively of the total 12'1, 14c and "TC vault inventories. That 
is, these percentages of the total inventory are released instantly to the 
container interior upon failure. Because essentially all the containers 
have failed by lo4 a after closure, all of the instant-release inventory is 
available by this time for subsequent transport through the barriers and 
toward the biosphere. (Recent data for 14c, discussed in the vault model 
(Johnson et al. 1994), indicate that its instant-release inventory is 
significantly smaller.) 

By contrast, congruent releases are much smaller. The release of each 
congruently released contaminant is proportional to the rate of dissolution 
of the matrix material. The geochemical conditions in the vault for the 
median-value simulation are such that the used-fuel matrix solubility is 
small (1.55 x mol/m3). The dissolution of this matrix is so slow that 
only a small fraction (6.2 x lo-') of the U02 inventory, with its associa- 
ted contaminants, is dissolved in lo5 a. 

The solubility of the Zircaloy matrix is also small (1.79 x loT6 mol/m3) in 
the median-value simulation. Dissolution of this matrix releases a compar- 
ably minute fraction of the zirconium and associated contaminant inven- 
tories in lo5 a. 

Figure D-4 illustrates the amounts of 14c released from used fuel and 
Zircaloy as a function of time. The figure shows that lo5 a after closure 

- Virtually the entire instant-release inventory of 14c (allowing 
for losses due to radioactive decay) has escaped from the used- 
fuel matrix. 

Only a tiny fraction of the inventory of 14c available for con- 
gruent release has escaped from the used fuel and Zircaloy 
matrices. 

Similar plots for other instant-release contaminants, such as 1 2 9 ~  and 
"TC, show equivalent results: most of the instant-release inventory has 
escaped and most of the congruent-release inventory remains in the waste 
mat1 ices. 

The net effect of these large differences in release is that instant 
release completely dominates the flow of contaminants to the biosphere and 
the resulting impacts, for at least lo5 a after vault closure. As a conse- 
quence, we observe that the malor contributors to dose are the instantly 
released radionuclides, notably 12'1 and 1 4 ~  from used fuel. 
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FIGURE D - 4 :  Release of 14c from the Waste Matrices in the Median-Value 
Simulation 

The three curves show the amounts of 4~ released as a result of the instant and congruent 
mechanisms from used fuel, and as a result of the congruent mechanism for Zircaloy. The instant- 
release mechanism is clearly most important. Note that the vertical axis is logarithmic, to cover the 
large range of values. 



The releases from the used-fuel waste matrix, container, buffer and back- 
fill are illustrated in the set of curves in Figure D-5 for 12'1 and in 
Figure D-6 for 14c, tor the first lo5 a after closure. We have chosen to 
illustrate the releases from vault sector 11 in this and other figures. As 
we will see in Section D.4, contaminants from this sector contribute most 
to radiological impacts. 

Curves (a) of these figures show the release rate of 12'1 and 14c from the 
used-fuel waste matrix; this is based on the assumption that all the con- 
tainers in sector 11 have failed at time equal to zero. The curves show 
that these contaminants begin diffusing immediately in the buffer at 
steadily declining rates, which fall by about a factor of 10 in the first 
eight years after container tailure. As noted above, the instant-release 
process dominates the shape of these curves. 

Curves (b) of Figures D-5 and D-6 combine the effects of waste-matrix 
release and container failure. They show the total releases of 12'1 and 
14c into the buffer in vault sector 11 as a function of time. These total 
releases to the buffer are obtained using a mathematical convolution 
integral, which combines 

- the failure rate of containers in sector 11 as a function of time 
throughout the 1 0 ~ - ~ e a r  time period (this release rate curve is 
shown in Figure D-2); and 

- the waste-matrix release rates, also as a function of time 
(curves (a) of the two figures). 

Curves (b) show the total release rates of 12'1 and "C from the containers 
into the buffer have essentially the same shape as the curve of the frac- 
tional rate of container failure. This occurs because the waste-matrix 
release rates are large for only a few years after failure. The release 
rares into the buffer peak at a few thousand years after closure, at the 
time when the container failure rate reaches its maximum. 

Curves (c) through (e) of Figures D-5 and D-6 are discussed in the next 
section. 

The movement of groundwater in the buffer and backfill is slow: the ground- 
water velocity in the backfill is about m/a and even lower in the 
buffer. Consequently, diffusion is the dominant mechanism of contaminant 
transport in both barriers. 

The rate of transport by diffusion of contaminants in the buffer and back- 
fill is controlled largely by the diffusion coefficients and the barrier 
capacity factors: 

- The diffusion coefficients describe the rate of movement of con- 
taminants by diffusion. Smaller diffusion coefficients corre- 
spond to slower transport of contaminants through the medium. 
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FIGURE D-5: Release Rates of From Sector 11 

Each plot shows release rates for '*'I versus time (note the different axes scales). The first four 
plots show, as a function of time, the rate of release of 1291 from: 

(a) the used-fuel matrix (we assume that all containers in the sector have failed at time equal to 
zero), 

(b) the containers, 
(c) the vault buffer, and 
(d) the vault backfill to the rock surrounding sector 1 1. 

The plot labelled (e) shows the same data in plots (a) through (d), except that it uses a logarithmic scale 
for the vertical axis. The plots show that the backfill is particularly effective in delaying and attenuating 
the movement of 12'1. 
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FIGURE D-6: Release Rates of 14c From Sector 11 

Each plot shows release rates for versus time note the different axes scales). The first four plots 4 show, as a function of time, the rate of release of C from 
(a) the used-fuel matrix (we assume that all containers in the sector have failed at time equal to 

zero), 
(b) the containers, 
(c) the vault buffer, and 
(d) the vault backfill to the rock surrounding sector 11. 

The plot labelled (e) shows the same data in plots (a) through (d), except that it uses a logarithmic scale 
for the vertical axis. The plots show that the backfill is particularly effective in delaying and attenuating 
the movement of 4 ~ .  



- The capacity factor is defined as the ratio of the total concen- 
tration of contaminant in the medium to the concentration in the 
water permeating it (Eriksen, 1989). It includes the effects of 
contaminant sorption and the effects of porosity of the medium. 
Larger capacity factors delay transport because the metlium has a 
greater capability to store contaminants. 

Iodine-129 and 14c are not sorbed in the buffer, and their capacity factors 
are numerically equal to the porosity of the medium. The porosij: of the 
medium is dependent on the chemistry of the contaminants. Both -'"I and 
14c are expected to exist as anionic species in groundwater (Johnson et al. 
1994), and they would be restricted to the spaces between the clay parti- 
cles making up the buffer (Cheung and Gray 1989). These interparticle 
spaces comprise only a small fraction (0.0063 in the median-value simula- 
tion of the volume of the clay medium. Thus the capacity factors for 1 2 9 ~  
and 14C are small, and these contaminants pass through the buffer with 
little delay. However, the small porosity of the buffer restricts the 
total amounts that can pass through the medium at any particular time. 

Curves (c) of Figures D-5 and D-6 show the release rates of 1 2 9 ~  and 14c 
from the buffer to the backfill. Because there is no significant. delay of 
these contaminants in the buffer, the release curve from the buffer is 
approximately the same as the release curve from the containers (compare 
curves (b) and (c)). 

Curves (d) illustrate the release rates of 1 2 9 ~  and 14c from the backfill 
to the rock surrounding sector 11. It is clear that the backfill is effec- 
tive in dela ing their transport. For example, the maximum release rate 
occurs at 10' a after vault closure for 129~. (This time of maxirnllrn equals 
the end of the time period simulated in the median-value simulation. If 
the simulations were carried to longer times, a global maximum would occur 
after about lo6 a. ) The delay offered by the backfill, combined with dis- 
persion in this barrier, also attenuates the magnitude of release 
rates compared with its release rates from the buffer. 

Several factors contribute to the long delay of and "C i r l  the back- 
fill. In the case of iodine 

- The backfill has a larqer porosity than the buffer ( 0 . 2 5  versus 
0.0063 for anionic contaminants) because it has a smaller clay 
content and, also, is less compacted. 

- The larger porosity of the backfill acts as a sink, drawing 
iodine out of the buffer. Once in the backfill, the iodine leaks 
slowly into the rock because of the smaller porosity (3.0 x 
of the sparsely fractured rock surrounding Lhe vault; and 

- There is a much larger thickness of backfill to traverse than 
buffer (1.4 m versus 0.25 m: see Figure 5-9). 

Similar comments apply to 14c, except that radioactive decay stro~ngly 
influences the release rate of I4c. Carbon-14 has a relatively slnort half- 
life compared with (5.73 x lo3 a versus 1.57 x lo7 a) . Thus the 
release rates from the waste matrix, contafners, buffer and backfill drop 



more quickly for 14c than for 12'1 after the first lo4 a. This effect is 
more obvious or1 a luya~ithrnic scale: compare curves (e) of Figures D-5 and 
D-6. The maximum release of 14c from the backfill occurs at about lo4 a 
(curve (d) of Figure D-6) ; beyond this time, 14c releases are strongly 
reduced b y  r a d i o a c t i v e  d e c a y .  A s  w a s  the case for 12'1, the delay of 1 4 ~  
in the backfill results in a reduction of the backfill release rate and a 
shift of the peak backfill release rate so as to be later than the peak 
buffer release rate. 

As noted previously, the backfill is so effective in delaying and attenuat- 
in the flow of contaminants that, at lo5 a, the estimated release rate of 
12'1 from the backfill has riot yet ieachrd a globdl maxieum. Siaiildr ur  
larger delays and attenuation are observed for all other contaminants, 
particularly for those that sorb onto the buffer and backfill. 

The vault model takes into account the possibility of precipitation of 
contaminants in the buffer. This process is especially important for "TC. 
(Both 12'1 and 14c are relatively soluble, and their precipitation does not 
occur in the median-value simulation.) Another important process for "TC 
is its strong sorption onto the buffer and backfill. 

Figure D-7 shows the release curves for "TC for yault sector 11: 

- Curve (a) shows the release rate of "TC from the used-fuel waste 
matrix; this is based on the assumption that all the containers 
have failed at time equal to zero. Instantly released "TC also 
dominates the total releases of "TC. 

The buffer has a large capacity factor for "Tc (52.8 for "TC 
versus 0.0063 for 14c and 12'1). This is largely the result of 
sorption and moves "Tc relatively quickly out of the waste 
matrix. Consequently, the waste-matrix release rate is initially 
large but drops more quickly for "TC than for 1 2 9 ~  (curves (a)). 
Almost all the instant inventory of "TC has been released from 
the containers by lo5 a, compared with only about 20% of the 
instant inventory of 129~. 

- Curve (b) shows the release rate of "TC from the waste matrix 
and failed containers to the buffer. It is obtained by taking 
into account the effect of container failure on curve (a). 

- Curve (c) shows the estimated release of "TC from its precipi- 
tate within the buffer. This curve is similar to curve (b), with 
an attenuated release rate at short times and a slightly elevated 
rate at longer times. This effect is due to the precipitation of 
"Tc (Johnson et al. 1994); the solubility of "TC in the buffer 
is 2.87 x mol/m3 in the median-value simulation. The curve 
shows a peak that is due to the effect of the rate of failure of 
the containers. The remainder of the curve is determined by the 
rate of dissolution of the precipitate. 
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F I G U R E  D - 7 :  R e l e a s e  R a t e s  of "TC F r o m  Sector 11 

Each plot shows release rates for 9 9 ~ c  versus time (note the different axes scales). The first five 
plots show, as a function of time, the rate of release of 9 9 ~ c  from 

(a) the used-fuel waste matrix (we assume that all containers in the sector have failed at time equal 
to zero), 

(b) the containers, 
(c) its precipitate within the vault buffer, 
(d) the vault buffer, and 
(e) the vault backfill to the rock surrounding sector 11. 

The plot labelled (f) shows the same data in plots (a) through (e), except that it uses a logarithmic scale 
for the vertical axis. The plots show that preci itation and the buffer and backfill are particularly effective 
in delaying and attenuating the movement of 'Tc. 



An integration of the precipitate release rate (curve (c)) shows 
that the total amount of "TC released by re-dissolution of the 
precipitate is about 1000 times smaller than the total release 
from the waste matrix and containers (curve (b)) for lo5 a after 
closure. Thus precipitation in the buffer is an important mecha- 
nism in reducing the release of "TC (and other sparingly soluble 
nuclides). 

- The precipitate release rate is then convolved with the buffer 
transport response function, which accounts for a significant 
degree of sorption of "TC in the buffer . This convolution, 
therefore, produces a much delayed and attenuated release rate 
from the buffer, shown in curve (d). 

- Curve (e) shows that strong sorption of "TC in the backfill 
results in further delay and reduction in its release from the 
backfill. 

These effects are more obvious in curve (f) of Figure D-7, which uses 
logarithmic scales on the vertical axis. 

Uranium-238 is a member of the 4n+2 decay chain, and the vault model simu- 
lates the transport of six radionuclides from this chain. Plutonium-242 
and 2 3 8 ~ ~  are treated separately, and four radionuclides are modelled using 
the simplified decay scheme (Goodwin and Mehta 1994): 

The transport of other members of the original chain are not simulated in 
the vault model. Their concentrations within vault can be calculated 
assuming secular equilibrium: 2 3 4 ~ h  is in secular equilibrium with 238~, 
whereas 222~n, 210~b, 210~i, 210~o are in secular equilibrium with 226~a 
(other short -lived radionuclides, such as 218~o and 214~i, are considered 
implicitly through adjustments to the dose conversion factors of their 
precursors (Goodwin and Mehta 1994)). 

F i  ure D-8 shows the total inventory in the disposal system of 2 3 8 ~ ,  2 3 4 ~ ,  
238Th and 226~a as a function of time. The inventories of 2381J and 234u 
are only slightly decreased over lo5 a because these radionuclides have 
long half-lives (4.5 x 10' and 2.44 x l o 5  a respectively). In contrast, 
the inventories of 230~h and Z26~a show an increase because of ingrowth 
from their precursors. The inventory of 2 3 4 ~  also has a small increase 
that is due to ingrowth from 2 3 8 ~ .  

The large inventory of 2 3 8 ~  and the long dissolution time of the used fuel 
suggest that in rowth of 2 3 8 ~  progeny would continue for time-scales much 
greater than 10' a The r e s ~ ~ l t i n g  long-term dose potential of these radio- 
nuclides is discussed in Chapter 7 in the main text. 

The release rates of 2 3 8 ~ ,  2 3 4 ~ ,  2 3 0 ~ h  and 226~a from vault sector 11 are 
shown in Figures D-9 to D-12 respectively. The curves in each figure show 
the release rates from the waste matrix (assuming that all containers have 
failed at time equal to zero), the containers, the buffer and the backfill. 
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FIGURE D - 8 :  Inventories of Members of the 2 3 a ~  Decay Chain as a Function 
of Time 

The vertical axis uses a lo arithmic scale to s an many orders of magnitude. These curves show the 
total inventories of 2 3 8 ~ ,  %4U. 2 3 0 ~ h  and 2'6Ra in the disposal system for times up to 1 o5 a. 
Uranium-238 and 2 3 4 ~  have long half-lives (4.5 x and 2.4 x 1 o5 a respectively), and their 
inventories do not change significantly. The inventories of 2 3 0 ~ h  and 2 2 6 ~ a  show an increase 
caused by ingrowth from their precursors. 
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FIGURE D-9: Release Rates of 2 3 8 ~  from Sector 11 

This figure is similar to previous figures, except that it shows the results for 2 3 8 ~  from the used-fuel 
matrix usin a logarithmic vertical scale. The four curves show, as a function of time, the rates of 
release of & 8 ~  from 

(a) the used-fuel waste matrix, 
(b) the containers, 
(c) the vault buffer, and 
(d) the vault backfill to the rock surrounding sector 1 1. 

Uranium-238 is the most abundant radionuclide in the used-fuel matrix, but sorption in the buffer and 
backfill limit its release to insignificant quantities, even after 1 o5 a. 
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FIGURE D-10: Release Rates of 2 3 4 ~  from Sector 11 

This figure is similar to previous figures, except that it shows the results for 2 3 4 ~  from the used-fuel 
matrix usin a logarithmic vertical scale. The three curves show, as a function of time, the rates of 
release of % 4 ~  from 

(a) the used-fuel waste matrix, 
(b) the containers, and 
(c) the vault buffer. 

The rate of release of 2 3 4 ~  from the vault backfill to the rock surrounding sector 11 cannot be shown on 
this plot because the estimated values are less than molla at all times. These curves have a 
similar shape to those in Figure D-9 for 2 3 8 ~  because both radionuclides are isotopes of the same 
chemical element. The major difference between releases for 2 3 4 ~  and 2 3 8 ~  is in their magnitudes and 
can be attributed to the difference in their initial inventories. 
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FIGURE D-11: Release Rates of 2 3 0 ~ h  from Sector 11 

This figure is similar to previous figures, except that it shows the results for 2 3 0 ~ h  from the used-fuel 
matrix and usin a logarithmic vertical scale. The three curves show, as a function of time, the rates 

238 of release of Th from 
(a) the used-fuel waste matrix, 
(b) the containers, and 
(c) the vault buffer. 

The rate of release of 2 3 0 ~ h  from the vault backfill to the rock surrounding sector 11 cannot be shown on 
this plot because the estimated values are less than molla for all times up to 1 o5 a. Thorium230 
releases are similar to those for 2 3 4 ~  and 2 3 8 ~ ,  except for the releases from the waste matrix. For the 
waste matrix (curve (a)), 230~h  releases first show a decrease resulting from decay, and then an 
increase resulting from ingrowth from its precursors. 
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FIGURE D-12: Release Rates of 2 2 6 ~ a  from Sector 11 

This figure is similar to previous figures, except that it shows the results for 2 2 6 ~ a  frorn the used-fuel 
matrix usin a logarithmic vertical scale. The four curves show, as a function of time, the rates of 

926 release of Ra from 
(a) the used-fuel waste matrix, 
(b) the containers, 
(c) the vault buffer, and 
(d) the vault backfill to the rock surrounding sector 11. 

Radium-226 shows a slight increase in releases from the waste matrix because, like 2 3 0 ~ h  its inventory 
increases because of ingrowth from its precursors. Radium-226 is the only member of the 9 3 8 ~  decay 
chain with significant (but very small) releases from the backfill because it is only weakly sorbed onto the 
backfill and buffer. 



There are no instant releases for members of the 2 3 8 ~  chain; consequently, 
their releases from the waste matrix are much smaller in magnitude than 
releases for and 14c. 

Figure D-9 shows the release rates for 238~. Even though 238L7 is the most 
abundant radionuclide in used fuel, its release from the used-fuel matrix 
is relatively small because of the small solubility of the used-fuel matrix 
(1.55 x loe7 mol/m3) in the chemical environment of the disposal vault (for 
the median-value simulation). Curve (a) of Figure D-9 shows that, although 
the 2 3 8 ~  initial release rate from the waste matrix is relatively large, it 
quickly drops below about mol/a because its transport into the buffer 
is by diffusion: 

- At first, there is a large concentration gradient between the 
containers and the buffer that enhances diffusive transport. 
Sorption on the buffer contributes to the maintenance of this 
large concentration gradient. 

- Eventually 2 3 8 ~  concentrations in the buffer approach its (small) 
solubility limit and reduce the concentration gradient. Subse- 
quently, the release rates show a gradual decline. 

The 2 3 8 ~  release rate from the buffer is strongly attenuated and delayed 
because uranium is strongly sorbed onto the clay of the buffer. Releases 
from the buffer are insignificant for at least lo4 a and reach a maximum at 
lo5 a. (This corresponds to the end of the simulation time period; a global 
maximum would occur at even longer times.) Sorption in the backfill fur- 
ther delays and attenuates 2 3 8 ~  release. Moreover, the large capacity 
factor for 2 3 8 ~  in the backfill is such that insignificant quantities have 
left the backfill, even after lo5 a. 

Figure D-10 shows the release rates for 234~. Its curves are similar to 
those in the previous figure for 238~, principally because both radionuc- 
lides are isotopes of the same chemical element. The only major difference 
is that 2 3 4 ~  releases are about 4 orders of magnitude smaller than 2 3 8 ~  
releases because the initial inventory of 2 3 4 ~  is about 4 orders of magni- 
tude smaller. 

Figures D-11 and D-12 show the release rates for 230~h and 226~a. These 
radionuclides show slight increases in release rates from the waste matrix 
at longer times, primarily because of ingrowth from 2 3 4 ~  and 2 3 8 ~ .  The 
sorption of 230~h onto the buffer and backfill is the same as for uranium 
in the median-value simulation, and thus its releases are attenuated and 
delayed similar to the releases of the uranium isotopes. 

In contrast, 226~a is weakly sorbed onto the buffer and backfill. 
Radium-226, therefore, moves more quickly through these media. Its release 
rate from the buffer reaches a maximum at a time only slightly later than 
its release rate from the containers. Radium-226 is the only chain member 
with a significant release rate from the backfill into the geosphere. The 
buffer and backfill release rates for 226~a show similar trends at early 
times, but more 226~a is released from the backfill at later times, reach- 
ing a maximum at lo5 a, because of ingrowth from its precursors. However, 
the magnitude of the 226~a release rates are very small, less than 



10-lo mol/a because its initial inventory is small and only small quanti- 
ties are released from the used-fuel matrix and generated by ingrowth from 
its precursors. 

Table D-1 shows the amounts of eight contaminants in different parts of the 
vault for the median-value simulations. The other contaminants considered 
in the postclosure assessment have insignificant releases; typically of the 
order of 10-l5 mol or less up to lo5 a. The table shows that the largest 
releases are from and 14c from the used-fuel matrix. As Eliscussed 
earlier, the instant releases of these two contaminants are much more 
i-mportant than their congruent releases. 

TABLE D- 1 

AMOUNTS OF EIGHT RADIONUCLIDES IN THE VAULT UP TO 1 0 5 3  

FOR THE MEDIAN-VALUE SIMULATION 

Radio- Initial Amount in Vault Amount in Amount in Amount in 
nuclide Inventory vault at Release Containers Buffer at Backfill 

(moll lo5 a to lo5 a at lo5 a lo5 a at lo5 a 

(moll (mol) (mol) (moll (moll 

* 14c Z is from the Zircaloy matrix. All other radionuclides are 
from the used-fuel matrix. 

The second column of the table gives the initial inventory of t:he eight 
radionuclides. Columns 3 and 4 show the amounts remaining within the vault 
at lo5 a and the amounts released to the geosphere up to l o 5  a. Column 2 
is different from the sum of columns 3 and 4 because of radioactive decay: 
the last three radionuclides show an increase in mass because ingrowth from 
their precursors outweighs losses resulting from their own decay, whereas 
14c shows a loss because it has no precursors (and it has a relatively 
short half-life). The last three columns show the amounts remaining in the 



different parts of the vault. After lo5 a, all containers have failed, and 
the values listed under amounts in the containers (column 5) include con- 
taminants remaining in the waste matrices and in the void space within the 
containers. 

Figurcs D-13 and D-14 show how much 1 2 9 ~  and "C have been released from 
the used-fuel matrix in each vault sector in the first lo5 a after closure. 
The two figures represent the vault sectors as blocks, with the sector 
numbers indicated on each block. 

- The location and area of the base of each block in the figure 
represent the location and area of the corresponding sector 
(compare with Figure D-1). 

- The height of each block represents the release rate per unit 
area and is a measure of the relative effectiveness of each 
sector as a barrier. Most of the differences in effectiveness 
can be ascribed to the characteristics of the rock surrounding 
the sectors. 

The volume of each block represents the total amount of 1 2 9 ~  or I4c 
released by the corresponding sector in lo5 a after vault closure. Fi ure 
D-13 indicates that sectors 1, 2 and 3 have the largest releases of 12'1, 
resulting mostly from their larger areas, and thus their lar er initial 
inventories. Sectors 2 and 12 have the largest releases of q291 per unit 
area, whereas sectors 4, 5, 10 and 11 have the smallest releases per unit 
area. Releases from sector 12 are greater than from sectors 10 and 11 
because groundwater velocities in the rock surrounding sector 12 are 
higher, tending to more quickly transport 1 2 9 ~  away from that sector. 
However, we shall see in Section D.4 that releases from sector 11 dominate 
the radiological impacts. 

The sum of all the sector releases, that is, the total amount released by 
the,vault, is 519 rnol for over lo5 a, less than 1% of the total amount 
initially in the vault. The sum for I4c is about 1.85 mol, or about 0.062% 
of its original inventory. 

The geosphere forms one of the major barriers isolating the contaminants in 
the vault from the biosphere. This section discusses, for the median case, 
the movement of contaminants leaving the vault and traversing this rock 
barrier. Section 5.4 in the main text describes the geosphere model, with 
more detail provided by Davison et al. (1994). 

Because the prevailing groundwater movement is generally toward the surface 
in the vicinity of the vault, the plume of contaminants will tend to move 
through the rock and the fracture zone above the vault, and proceed toward 
discharge zones in the bfosphere. Thus the geosphere transport network is 
focussed on the region between the vault and the surface. 



FIGURE D-13: Amount of 12'1 Released from the Vault up to l o 5  a for the 
Median-Value Simulation 

The blocks are labelled with the number of the corresponding vault sector, and their positions reflect 
the layout of the vault sectors (see Figure D-1). The height of a block is proportional to the amount of 
1291 released per unit area up to 1 o5 a, and the area of a block is proportional to the area of a vault 
sector. Thus the volume of a block is proportional to the total amount of 1291 released from a sector 
UP to 105 a. 
The total releases are largest for sectors 1, 2 and 3, whereas the per-unit-area releases are largest 
for sectors 2 and 12. Sector 12 shows a larger per-unit-area release than sectors 10 and 1 1 because 
of differences in groundwater velocities around these sectors (velocities are highest around 
sector 12). 
The total release of from all sectors is about 519 mol in l o5  a. About 123 mol are released from 
sector 1 and 17 mol from sector 12. 



F I G U R E  D-14: Amount of 14c Released from the Vault up to l o 5  a for the 
Median-Value Simulation 

Comments are as for Figure D-13 except the data are for 4 ~ .  The total release of 14c from all 
sectors is about 1.85 mol in 1 o5 a. About 0.40 mol are released from sector 1 and 0.054 mol from 
sector 12. 

Table D-2 summarizes the important features of the geosphere for the 
median-value simulation. In the geosphere model, we assign unique proper- 
ties to several different zones (Davison et al. 1994). These properties, 
which affect the movement of contaminants, include thickness, tortuosity (a 
measure of the increased distance for diffusive transport caused by rhe 
winding nature of the interconnected aqueous pathway), porosity, permeabil- 
ity and the minerals present (Sectfon 5.4 of the main text). The different 
minerals present affect the degree of sorption of contaminants: quartz is 
relatively weakly sorbing, whereas goethite strongly sorbs most 
contaminants. 



TABLE D - 2  

PROPERTIES 3F IMPORTANT GEOSPHERE ROCK ZONES 

IN THE MEDIAN-VALUE  SIMULATION^ 

Lower Rock Middle Rock Upper Rock Fracture Overburden Sediment 
Zone Zone zone Zone LD1 

( lower portion) 

Phvsical Properties 
Thickness (m) 200 
porosity2 0.003 
~ o r t u o s i t ~ ~  4.1 
Dispersion length (m) 11 
permeability3 (m2) 1.0 lo-19 
Typical groundwater 

velocity (m/a) 5.9 x 10‘ ~  

Groundwater Chemistrv 
Salinity of groundwater 

( ks/m3 20.0 

Mineral Fractions of the Rock and overburden4 
Grey granite 1.0 
Biotite 0.0 
Calcite 0.0 
Chlorite 0.0 
Goethite 0 .O 
Illite 0.0 
Microcline 0.0 
Muscovite 0.0 
Plagioclase 0.0 
Quartz 0.0 
Clay 0.0 
Silt 0.0 
Sand 0.0 
Srgaiiie 0.0 

continued . . .  



TABLE D-2 (concluded) 

Lower Rock Middle Rock Upper Rock F r a c t u r e  Overburden Sediment 
Zone Zone zone Zone L D 1  

( lower p o r t i o n )  

Retarda t ion  Fac to r s5  
Americium 
Cadmium 
Carbon 
Cesium 
Iodine  
Plutonium 
Radium 
Samarium 
Selenium 
Technetium 
Thorium 
Uranium 
Zirconium 

The geosphere model includes physical and chemical properties of different rock zones that may lie in the flow path ol the 
contaminants. This table gives representative values for these properties, for six of the more important rock zones. 

Tortuosity and porosity have dimensionless units. 

Permeabilities can be different in different directions. The values given for the lower, middle and upper rock zones are in the 
vertical direction; permeabilities in the horizontal direction are about 5 times smaller. The value given for LD1 is in the plane 
of LDI ; its permeability in a transverse direction is a factor of 2 smaller. 

Numbers shown are the fractions of different minerals in each rock zone. 

Retardation Factors combine the chemical properties with some of the physical properties to give examples of the degree of 
sorption of contaminants in the rock zones. A large retardation factor means that a contaminant is strongly sorbed and 
moves much more slowly than groundwater. The minimum retardation factor is unity; it occurs when a contaminant moves at 
the same velocity as the groundwater. 



The data in Table D-2 indicates that the geosphere model explicitly incor- 
porates a wide range of properties; for example, 

- permeabilities range over 7 orders of magnitude; 

mineral compositions of the rock range from undifferentiated grey 
granite to fracture infilling minerals such as calcite, chlorite 
and goethite; and 

retardation factors can vary by more than 2 orders of magnitude 
for a single chemical element in different rock zones and by more 
than 4 orders of magnitude for different chemical elements in a 
single rock zone. 

Four of the more important zones in the geosphere model are 

- The lower rock zone (layer 3 in Figures 5-12 and 5-13 in the main 
text) that surrounds the vault. Groundwater velocities tend to 
be so low that contaminant transport is dominated by diffusion. 
The most abundant mineral is grey granite, and contaminant sorp- 
tion ranges from small to large values. ("Grey granite" is 
actually a rock and not a mineral. We use this name to identify 
a hypothetical mineral with composite sorptive properties.) 

Fracture zones that pass through the rock in the geosphere, par- 
ticularly fracture zone LD1 (Figure D-15). Groundwater veloci- 
ties in LD1 are relatively high, and contaminant transport by 
moving groundwater is dominant. Contaminant sorption can be 
significant, largely because of the presence of the reactive 
minerals found in fracture zones. 

The upper rock zone, lying immediately below the surface over- 
burden (layer 1 in Figures 5-12 and 5-13 in the main text). 
Groundwater velocities are typically high, and contaminant trans- 
port in moving groundwater is more important than diffusion. 
This zone is intersected by a number of subvertical fractures, 
thus groundwater movement is directed upwards rather than hori- 
zontally. These fractures also contain large amounts of calcite, 
chlorite and goethite, which tend to have good capabilities for 
contaminant sorption. 

The overburden zone that lies under the soil and lake sediment 
(and is considered to be a part of the geosphere model in our 
studies). This zone is relatively porous, and groundwater velo- 
cities are not high. However, it is shallow, so that groundwater 
transit times through it are not long. The overburden consists 
largely of clay, and thus it tends to have substantial capabili- 
ties for contaminant sorption. 

Contaminant transport through the geosphere is simulated using a network of 
geosphere segments. As discussed in Chapter 5 of the main text, there are 
46 segments in the geosphere model, including 12 that connect with the 12 
vault sectors, and 4 that connect with the 4 discharge zones in the 
biosphere. Figure D-15 illustrates this network of segments and shows the 
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FIGURE D-15: Illustration of the Network Segments in the Geosphere Model 

Contaminants leave the vault through 12 nodes lying in the vault plane, then pass from segment to 
segment until they reach one of the 4 discharge zones in the surface plane: Pinawa Channel, Boggy 
Creek North, Boggy Creek South and the well. The top figure shows the segment used in the 
median-value simulation, where the bedrock well is 37 m deep. Fracture zone LD1 captures the 
contaminants leaving vault sectors 3 through 12 and leads to discharges at the well and Boggy Creek 
South. The bottom figure shows segments used for sensitivity analyses involving a deep (200 m) 
bedrock well and large well demands, where the well captures all the contaminants leaving sectors 2 
to 12 and some of the contaminants leaving sector 1 ; in addition, the well captures the discharges 
leading to Boggy Creek South. 



complex pattern of groundwater movement that is represented in t:he geo- 
sphere model (see also Figure 5-14 in the main text). 

The properties of each segment are partly determined by the properties of 
the rock zones in which they are found. One important property is the 
groundwater velocity in a segment, which is determined by permeability, 
porosity and pressure difference (or hydraulic head). Groundwater veloci- 
ties are low in segments in the lower rock zone because permeabilities and 
pressure differences are low. The properties in fracture zone L131 are dif- 
ferent, and velocities are greater. Table D-3 summarizes the properties of 
some representative segments and illustrates the wide range of geosphere 
properties included in the network of segments. 

Another property of each segment can be summarized using a dimensionless 
factor analogous to the Peclet number (Bear 1975), which we refex to below 
as the diffusive Peclet number. Wc dcfine the diffusive Peclet number for 
a segment as the expression 

where, for each segment, V is the groundwater velocity, L is the character- 
istic length, and De fs the effective diffusion coefficient. The litera- 
ture describes a number of different possible choices for these three para- 
meters. We use the groundwater velocity in the segment, the geometric 
distance between the nodcs defining the start and end of the segment, and 
the free-water diffusion coefficient divided by the square of the tortuo- 
sity of the segment. 

Contaminant transport times by diffusion are of the order of L~/I),, whereas 
transport times in moving groundwater are of the order L/V. Thus the defi- 
nition given above is the ratio of transport times by diffusion to trans- 
port times in moving groundwater. For this ratio 

- Large values (greater than about 5) mean the movement of nonsorb- 
inq contaminants will be dominated by transpu~L i u  [lowing ground- 
water (because transport times by diffusion are greater than 
transport times in moving groundwater), 

- Small values (less than about 0.5) mean that diffusive transport 
dominates, and 

- Intermediate values mean that both transport mechanisms are 
important. 

Table D-3 includes diffusive Peclet numbe~s. The results lead to the 
conclusions: 

- Diffusion dominates contaminant transport f o r  segments in the 
lower rock zone, such as segment number 12 that leads from vault 
sector 11 to fracture zone LD1; 

- Moving groundwater domfnates contaminant transport in a.lI segments 
along fracture zone LDI, such as segment number 35; and 



TABLE D-3 

IN THE MEDIAN-VALUE SIMULATION 

Representative Segment  umber' # 1 2  # 5  1 # 5 2  # 3 5  # 5  6  #57  

Lower Rock Middle Rock Upper Rock Fracture Overburden Sediment 
Zone Zone Zone Zone LD1 

(lower portion) 

Transport Property 

Segment length (m) 4 6 . 5  3 5 5  1 5 5  5 3  6  3 . 7 7  
Groundwater velocity (m/a) 0 . 0 0 0 0 0 5 9  0 . 0 0 4 3  1 . 5 0  1 . 3 0  0 . 0 1 9  
Groundwater transit time (a) 7  800  000  83  000  1 0  0  430  2 0 0  
Diffusion coeff icient2 (m2/a) 0 . 0 4 7  0 . 0 4 7  0 . 0 4 7  0 . 0 4 7  0 . 0 4 7  
Dispersion length (m) 1 0 . 5  5 0 . 5  5 0 . 5  5 0 . 5  0 . 1 8 6  
Dispersion coefficient (m2/a) 0 . 0 0 3 0  0.22 7 7 .  6 4 .  0 . 0 5 1  
Diffusive Peclet number3 0 . 1 0  5 5 0 .  5000  1 4  0 0 0  1 . 5  

Data shown are from segments that lie within the rock zones characterized in Table D-2. The segment number corresponds to that 
number used in SYVAC3-CC3 to identify segments in the geosphere model (see Figure 0-1 5). 
All elements have the same value for the free-water diffusion coefficient. 
The diffusive Peclet number (defined in the text) is a dimensionless ratio that indicates the dominant transport process for a 
nonsorbing contaminant. Values greater than about 5 indicate transport in moving groundwater is most important, and values less 
than about 0.5 indicate transport by diffusion is most important. 



Both diffusion and moving groundwater affect contaminant trans- 
port in the overburden and sediment segments. 

The properties of the geosphere are such that, after lo5 a following clo- 
sure, only extremely small amounts of contaminants could reach the dis- 
charges in the Pinawa Cllarlrlel drld Lhe north part of Boggy Creek. The two 
more important discharge areas are the south part of Boggy Creek and the 
well, because both are connected to fracture zone LD1. Once a contaminant 
has entered T,D1, it trav~ls relatively quickly. Contaminants that do not 
sorb strongly, such as 12'1, move the length of LD1 in about 1000 a. 

In the median-value simulation, the well intersects fracture zone LD1 at a 
depth of 37 m and supplies a total of 1330 m3 water per year. This well 
demand causes a reduction (drawdown) in the hydraulic head by 4.8 m at the 
well and by less than 0.1 m in the fracture zone at the level of the vault. 
With this depLh and drawdown, the well captures about 40 m3/a surface water 
from Boggy Creek. The remaining 1290 m3/a is deep groundwater from LD1. 

This d e e p  groundwater includes 31% of the contaminant plume travelling up 
LD1 (mostly originating from vault sector 11). The remaining 69% of the 
plume in LD1 (mostly from vault sectors 10 and 12) discharges to the South 
portion of Boggy Creek after passing through the upper rock zone, 3.8 m of 
overburden and 3.7 m of organic sediment. 

D.3.2 MOVEMENT OF CONTAMINANTS IN THE GEOSPHERE 

We examine in this section how the characteristics of the geosphere affect 
the movement of contaminants from the vault. As discussed previously in 
Figure D - 1 3 ,  the releases of contaminants from the vault arc greatest from 
vault sectors 1, 2 and 3, which are remote from fracture zone LDI. How- 
ever, their transport paths (segments) to the surface are long, and move- 
ment is slow; they do not significantly contribute to the release of con- 
taminants to the biosphere. Instead, the contaminants from these sectors 
remain in the rock, moving slowly toward the surface discharges in Pinawa 
Channel and Boggy Creek. 

The releases from vault sectors 10, 11 and 12, which are nearest fracture 
zone LD1, have relatively short transport paths to the fracture zone, so 
that transport is relatively fast. We shall see below that these sectors 
contribute the bulk of the contaminants entering the biosphere for times up 
to lo5 a after closure. 

We conclude that the most important barrier within the geosphere represent- 
ing the disposal site considered in this postclosure assessment study is 
the low-permeability sparsely fractured rock surrounding the vault. 
Figures D - 1 6  to U-18 illustrate its effect in delaying and attenuating 
transport of 12'1, 14c and "TC. The three figures show 

the rates of release of 12'1, 14c and "TC from vault sector 11; 
and 

- their subsequent rates of arrival at fracture zone LD1 



From Sector 11 ...*......-....... Release to LD1 
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FIGURE D-16: The Effect of the Lower Rock Zone on 12'1 Transport 

The two curves illustrate, for 29~ 
- its rate of release from vault sector 11, and 
- its subsequent rate of arrival at fracture zone LDI. 

The delay and attenuation in '*'I at LD1 is due to its transport through the waste exclusion distance, 
consisting of about 50 m of sparsely fractured gray granite in the lower rock zone. Note that the vertical 
axis uses a logarithmic scale to span a large range of transport rates. 

There is about 50 m of highly impermeable, sparsely fractured granite sepa- 
rating sector 11 from LD1; this barrier delays any significant arrival of 
14c and for more than lo4 a. Technetium is delayed even more because 
it sorbs onto the minerals found in the lower rock zone. 

We chose vault sector 11 for these figures because it has the shortest seg- 
ment length in the lower rock zone (about 50 m) and because contaminants 
from this sector dominate radiation doses (discussed in Section D.4). Part 
of the reason for this domination of the impacts is shown in Figures D-19 
to D-22. 

Fi ure D-19 summarizes the releases of I2'I from the lower rock zone up to 3 10 a: 
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FIGURE D-17: The Effect of the Lower Rock Zone on 14c Transport 

The two curves illustrate, for 14c 
- its rate of release from vault sector 11, and 
- its subsequent rate of arrival at fracture zone LD1. 

The delay and attenuation in 14c at LD1 is due to its transport through the waste exclusion distance, 
consisting of about 50 m of sparsely fractured gray granite in the lower rock zone. Both curves show a 
maximum because the effects of its radioactive decay are more important at longer times, reducing 
inventory (and transport rates). Note that the vertical axis uses a logarithmic scale to span a large range 
of transport rates. 

It is clear that most of the releases originate from vault 
sectors 10, 11 and 12. Contaminant transport from these sectors 
through the adjoining lower rock zone is dominated by diffusion, 
with a (relatively short) path length of about 50 m. 

- Releases originating from the sectors at the other end of the 
vault are much smaller. For example, the transport distance is 
200 m from vault sector I to the intermediate rock zone. Conse- 
quently, transport times are so long that no 12'1 passes through 
tne lower rock zone from sector 1, even fn l o 5  a following vault 
closure. 
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FIGURE D-18: The Effect of the Lower ~ o c k  Zone on "TC Transport 

There is only one curve, giving the rate of release of 9 9 ~ c  from vault sector 11. The transport rates 
involved are slow, less thari 10-I molla for times up to 1 o5 a. The subsequent transport of 9 9 ~ c  in 
the lower rock zone is slow; for all practical purposes no 9 9 ~ c  reaches fracture zone LD1. Note that 
the vertical axis has a logarithmic scale to span a large range of transport rates. 

Figure D-20 shows the amount of 14c released from the lower rock zone. 
Again, most of the 14c releases in lo5 a originate from vault sectors 10, 
11 and 12. 

The only significant discharge of contaminants from the geosphere occurs at 
the well and Boggy Creek South because both are connected to fracture zone 
LD1 (Figure D-15). Figures D-21 and D-22 illustrate for and 14c res- 
pectively the contributions to these discharges from the 12 vault sectors. 

- Releases that originate from vault sector 11 dominate the dis- 
charges to the well. 

- Releases from vault sectors 10 and 12 dominate the discharges to 
Boggy Creek South. 



FIGURE D-19: Amount of Released from the Lower Rock Zone up to l o 5  a 

Each block represents a segment in the geosphere model that starts from a vault sector and 
traverses the adjacent rock in the lower rock zone. The blocks are labelled with the number of the 
corresponding vault sector, and the block locations reflect the layout of the vault sectors (Figure D-1 
in Section D.l). The height of the blocks is proportional to the amount of 1291 released from each 
segment per unit area up to 1 o5 a. The area of each block corresponds to the area of the vault 
s tor adjoining the segment. The volume of each block is then proportional to the total amount of 
lZ8l released from each segment up to 1 o5 a. 
The total release of 1291 from these segments is 0.32 mol in lo5 a. Most of the release (0.20 mot) 
comes from vault sector 12 and enters the fracture zone that directly adjoins the segment connected 
to that sector. (Compare with Figures D-13 and D-21.) 



FIGURE D-20: Amount of 14c Released from the Lower Rock Zone up to l o 5  a 

Each block represents a segment in the geosphere model, which starts from a vault sector and 
traverses the adjacent rock in the lower rock zone. The blocks are labelled with the number of the 
corresponding vault sector, and the block locations reflect the layout of the vault sectors (Figure D-I). 
The height of the blocks is proportional to the amount of I4c released from each segment per unit 
area up to 1 o5 a. The area of each block corresponds to the area of the vault sector adjoining the 
segment. The volume of each block is then proportional to the total amount of I4c released from 
each segment up to 1 o5 a. 
The total release of 1 4 ~  from these segments is about 0.08 mol in 1 o5 a. Most of the release comes 
from vault sector 12 and enters the fracture zone that directly adjoins the segment connected to that 
sector. (Compare with Figures D-14 and D-22.) 



F I G U R E  D-21: Amount o f  12'1 Discharged t o  the Biosphere up t o  l o 5  a 

Part (a) shows discharges to the well, part (b) to Boggy Creek South, and the figure lat~elled "Total" is 
the sum of (a) and (b). For parts (a) and (b), each block represents the discharge contributions from 
a vault sector. The blocks are labelled with the number of the vault sector connected to the segment, 
and the block locations reflect the layout of vault sectors. The volume of each block is proportional to 
the total amount of 1291 discharged to the biosphere up to 1 o5 a. 
The well captures all of the 12'1 that was released from vault sector 1 1, along with sorrle of the 
releases from sectors 10 and 12. The bulk of the releases from sectors 10 and 12 discharge to 
Boggy Creek South. The other vault sectors do not contribute or make small contributions. 
(Compare with Figures D-13 and D-19.) 



YIGUKE U-22: Amount of 14c Discharged to the Biosphere up to 1 0 5  a 

Part (a) shows discharges to the well, part (b) to Boggy Creek South, and the figure labelled "Totalu is 
the sum of (a) and (b). For parts (a) and (b), each block represents the discharge contributions from 
a vault sector. The blocks are labelled with the number of the vault sector connected to the segment, 
and the block locations reflect the layout of vault sectors. The volume of each block is proportional to 
the total amount of 4~ discharged to the biosphere up to 1 o5 a. 
The well captures all the 4~ that was released from vault sector 1 1, along with some of the releases 
from sectors 10 and 12. The bulk of the releases from sectors 10 and 12 discharge to Boggy Creek 
South. The other vault sectors do not contribute or make small contributions. (Compare with Figures 
D-14 and D-20.) 



- Releases from vault sectors 1, 2 and 3 do not contribute because 
they are not connected to LD1. 

- Releases from sectors 4 through 9 contribute negligible amounts, 
even after lo5 a. 

The discussion in Section D.4 will show that most of the estimated radia- 
tion doses are associated with the well and, therefore, with releases that 
originate from vault sector 11. 

DISTRIBUTION OF CONTAMINANTS IN THE GEOSPHERE 

Fi ure D-23 shows the distribution of 1 2 9 ~  in the disposal system after 
10' a. The initial inventory of 1 2 9 ~  is 56 100 mol (7240 kg), and 

98.6% is still in the vault; 

- About 0.925% (520 moll or 67 kg) is travelling through the lower 
rock zone; 

- 0.0001% (about 0.06 moll or 7 g) is travelling through the 
remainder of the geosphere, including LD1 and overburden; 

- Less than 0.0005% (0.28 moll or 36 g) has entered the biosphere 
over times up to lo5 a: about one quarter through the well and 
three quarters to Boggy Creek South. 

The rest of the 12'1, about 0.44%, has undergone radioactive 
decay. 

Fi ure D-24 shows the distribution of 14c in the disposal system after 
10' a. The initial inventory of 14c is 2980 mol (41.7 kg), and 

- Most of the initial inventory of 14C no longer exists in the 
disposal system because of radioactive decay: 99.94% d.ecays in 
the vault and most of the remainder decays in the lower rock 
zone ; 

Ahout 3 x lo-'% is ret-ained in t-he geosphere above the lower rock 
zone. 

- Only small quantities of 14c survive to reach the biosphere. As 
shown in Figure D-24, about 3 x is discharged to the 
biosphere, about twice as much through the well as through Boggy 
Creek South. (As noted in Section D.2, recent data for the 
instant-release fraction for 14c (Johnson et a1 . ( 1994 ) indicate 
that we have overestimated the release of 14c from the disposal 
vault and, therefore, overestimated the amount that would arrive 
at t-he biosphere). 

Fi ure D-25 shows the distribution of "TC in the disposal system after ? 10 a. The initial inventory of "TC is 335 000 mol (33 200 kg), and 

- 72% (241 000 mol, or 23 900 kg) is still in the vault; 
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FIGURE D-23: Distribution of in the Geosphere after l o 5  a 

All percentage values are relative to the initial inventory of 1291 (56 100 mol, or 7240 kg). A large 
percentage, 98.6% of the initial inventory of 1291 remains within the vault, and 0.925% reaches the 
lower rock zone after 1 o5 a. Most of this 0.925% remains in the lower rock zone, with 6 x 1 o-~% 
reaching the rest of the geosphere. Only 1 x 1 om40/0 is retained in the rest of the geosphere. After 
1 o5 a, a total of about 5 x 1 o - ~ %  (0.28 mol, or 36 g) has discharged to the well and Boggy Creek 
South in the biosphere. Radioactive decay has a minor effect. 
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FIGURE D-24: Distribution of 14c in the Geosphere after l o 5  a 

All percenta e values are expressed relative to the initial inventory of I4c (2980 mol or 41.7 kg). 
74 Most of the C decays (to stable N-14) before it can Peave the vault and geosphere. For example, 

99.94% of the initial inventory of 4~ decays within the vault, and only 0.06% reaches the lower rock 
zone after 1 o5 a. Of this, only 3 x 1 o - ~ Y ~  reaches the rest of the geosphere. An even smaller 
percentage reaches the biosphere: after 1 o5 a, a total of about 3 x 1 o - ~ %  (9 x 1 0-7 mol, or 
1 x g) has discharged to the well and Boggy Creek South. 
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FIGURE D-25: Distribution of "TC in the Geosphere after lo5 a 

All percentage values are expressed relative to the initial inventory of 9 9 ~ c  (335 000 mol, or 
33 200 kg). No significant quantities of 9 9 ~ c  are found outside of the vault after 1 o5 a. Within the 
vault, about 27.8% has decayed (to stable 9 9 ~ u )  and 72.2% is retained. 

- Insignificant quantities, less than 5.2 x 10-14% ( 2  x 10-lo mol, 
or 2 x 10-11 kg) have reached the geosphere; 

- Essentially none has discharged into the biosphere, and 

- The remainder of the "TC inventory, about 288 ,  has undergone 
radioactive decay. Most of the decay occurs in the vault because 
little " ~ c  has escaped from the backfill. 



Fi ure D-26 shows the distribution of 2 3 8 ~  in the disposal system after '3 10 a. Most of the 2 3 8 ~  remains in the vault; insignificant quantities 
h~ive redchecl Lhe lower' rock zone, and none has reached the rest of the 
geosphere or the biosphere. Figure D-26 is representative of the distribu- 
tions of man other contaminants. For example, the distributions of 2 3 4 ~  
2 3 0 ~ h  and 229Ra are similar, in that no significant quantities are re1eas:d 
from the lower rock zone in the geosphere and, therefore, there are no 
effects in the biosphere. 

D.4 RESULTS FROM THE BIOSPHERE MODEL 

In the following sections, we examine in detail the movement and fate of 
contaminants in the biosphere for the median-value simulation. We begin by 
describing the relevant characteristics of the critical group, and then 
describe the behaviour of 1 2 9 ~  and 14c in the biosphere. Section 5.6 in 
the main text outlines the biosphere model, with more detail provided by 
Davis et al. (1993). 

D.4.1 DESCRIPTION OF THE CRITICAL GROUP 

As discussed in Chapters 2 and 5 of the main text, we assume tha.t the 
critical group is a self-sufficient rural household, consisting of three 
adults in the median-value simulation. Their food includes procluce from a 
garden, meat and dairy products from cattle and poultry raised on feed from 
a nearby forage field and fish caught in a nearby lake. They al.so eat wild 
berries, venison, upland birds and water fowl taken from their local 
surroundings. 

Thelr garden is about 0.14 ha in size (one hectare equals lo4 m2) and lies 
on the terrestrial part of the discharge zone at Boggy Creek South 
(k'igure u - 2 7 ) .  we assume that the remainder ot this terrestrial discharge 
zone is used for their forage field. An additional forage field is located 
on the terrestrial discharge zones at Boggy Creek North and Pinawa Channel. 
Their forage fields total about 9.2 ha, and parts lie outside of the dis 
charge zones. Their woodlot also lies outside of the discharge zones 
(Figure D-27). 

Their dwelling is constructed of wood and bricks made from the local soil. 
The house is heated with wood from a nearby woodlot (there is no peat bog 
in the median-value simulation). The climate is comparable to present day 
conditions. 

The household draws 1330 m3/a from the well to supply all domestic water 
needs. Some of this watcr is also used for domesticated animals and f u ~  
irrigating their garden. 

D.4.2 CONTAMINANT RELEASE FROM THE GEOSPHERE TO THE BIOSPHERE 

Contaminants from the vault pass through the geosphere and enter the bio- 
sphere pathways through groundwater sources. There are four locations 
where contamfnated groundwater could enter the surface environment of the 
critfcal group: the well, and three low-lying discharge zones associated 



j 0 % l  
- 

f 0 O/o ] 
Rest of Discharge 
Geosphere to 

Biosphere 

Released 

years 
&z&j Retained 

Vault 

FIGURE D-26: Distribution of 2 3 8 ~  in the Geosphere after lo5 a 

All percentage values are relative to the initial inventory of 2 3 8 ~  (6.7 x 1 o8 mol, or 1.6 x 1 o8 kg). 
Essentially all ~f the 2 3 8 ~  is retained in the vault after 1 o5 a, including a small amount (1.6 x 10-4%) 
lost to radioactive decay. No significant quantities are found anywhere else in the disposal system, 
and no significant amounts are discharged to the biosphere. 

with a nearby body of surface water (Figure D-27). The total areas of 
these latter discharge zones are 29, 8 and 19 ha for Boggy Creek South, 
Boggy Creek North and Pinawa Channel respectively, and they receive 2200, 
1200, and 500 m3/a groundwater respectively. The terrestrial parts of 
these discharge zones are 1.6, 0.4 and 1.0 ha. 

As discussed in Section D.3.2 (see, for example, Figure D-19), the largest 
discharges of contaminants for times up to lo5 a occur at the well and 
Boggy Creek South, which are fed by fracture zone LD1. Moreover, the only 
radionuclides of concern are 129~ and 14c from the used-fuel matrix. (Sec- 
tion D. 3.3 notes that discharges of 1 4 ~  from used fuel into the biosphere 



FIGURE D-27: Discharge Zones in the Biosphere 

The system model for the reference disposal system assumes that contaminated groundwater from 
the vault passes through the geosphere and reaches the biosphere at four discharge zones: the well 
and three topographic lows Boggy Creek South, Boggy Creek North and Pinawa Channel). 5 However, for times up to 10 a in the median-value simulation, the only significant discharges are to 
the well and Boggy Creek South (Section D.3.3 of Appendix D). The biosphere model assumes that 
part of the discharge to the three topographic lows is to adjacent terrestrial zones and that the 
agricultural land used by the critical group overlies these terrestrial zones. 
In the median-value simulation, the depth of the well is 37 m. It is located within the current confines 
of Boggy Creek because the geosphere model constrains the location of the well to lie along the 
centre of the contaminant plume that is moving up fracture zone LD1. 



are overestimated, based on recent data (Johnson et al. 1994) for its 
instant-release fraction. Thus concentrations of 14c and doses from 14c 
reported herein are also overestimates. There are also discharges of 14c 
from the Zircaloy matrix. However, its rates and total discharges are 
extremely small, and 14c from the Zircaloy matrix is not discussed fur- 
ther.) The only chemically toxic contaminant with significant discharges 
is bromine. 

The critical group uses 1330 m3/a of water from the well in the median- 

value simulation, to supply all their domestic water needs. Included with 
this water are contaminants from the geosphere. The maximum annual dis- 
charge rates to the well at times up to lo5 a are 3 x mol/a of 12'1, 
1 x 10-I' mol/a 14c and 6 x mol/a bromine. After lo5 a, the total 
amounts discharged to the well are 

5.1 x rnol (7.1 x g) of 14c and 

1.4 x loe2 rnol (1.1 g) of bromine. 

As indicated in Figure D-27, the qarden and part of the foraqe field are 
located in the discharge zone at Boggy Creek South. Groundwater from this 
discharge zone also contains contaminants from the geosphere. The annual 
dischar e rates to Boggy Creek South at lo5 a are 9 x mol/a 12'1, 
2 x l0-l2 mol/a 1 4 ~  and 6 x mol/a bromine. After lo5 a, the total 
amounts discharged to Boggy Creek South are 

- 0.20 rnol (26 g) of 129~, 

3.0 x rnol (4.2 x g) of 14c, and 

9.8 x rnol (7.8 g) of bromine. 

Figures D-28 and D-29 show the annual discharge rates for 1 2 9 ~  and 14c. 
The curves show that 

- Iodine-129 rates steadily rise over the period. They result in a 
maximum well water concentration of 2 x lom9 mol/m3 at lo5 a. 
(If the calculations were extended further in time, the global 
maximum would occur after about lo6 a.) 

- Carbon-14 rates go through a maximum, part1 because of the 
effects of radioactive decay. The maximum I4C concentration in 
well water is 1 x mol/m3 near 5.5 x lo4 a. 

- Iodine-129 is discharged at a greater rate to Boggy Creek South 
than to the well because Boggy Creek South captures a larger 
portion of the contaminant plume. 

In contrast, 14c is discharged at a larger rate to the well than 
to Boggy Creek South. It has a lower discharge rate to Boggy 
Creek South because of the additional transport time that is 
needed for the longer flow path leading to Boggy Creek South. 
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FIGURE D-28: Estimated Annual Discharge Rates to the Biosphere for 
the Median-Value Simulation 

For times up to 1 o5 a after vault closure, there are only two significant discharge zone!; to the 
biosphere: the well and Boggy Creek South. For 1291, the annual discharge rates are extremely 
small up to about 3 x 1 o4 a. The rates slowly increase and are still rising after 1 o5 a. At that time, a 
total of about 0.27 mol (35 g) of '*'I has discharged to the biosphere. 

This additional transport time is sufficient to decrease 14c 
releases resulting from radioactive decay (it is not important 
for 12'1 which has a much lonqer half -life) . Carbon-14 release 
rates to Boggy Creek South reach a maximum of about 
8 x 10-l2 mol/a near 6.6 x 10' a. 

U.4.3 IODINE - I2 Y AND 14c CONCENTRATIONS IN THE LAKE AND LAKE SEDIMENTS 

In the median-value simulation, the lake (assumed to be the body of water 
called Boggy Creek in Figure D-27 (Davis et al. 1993)) covers 8 ha and is 
5 m deep on average. Water enters the lake by inflow upstream, precipita- 
tion, runoff and upward flows of groundwater from the underlying rocks, 
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FIGURE D-29: Estimated 14c Annual Discharge Rates to the Biosphere for the 
Median-Value Simulation 

For times up to 1 o5 a after vault closure, there are only two significant discharge zones to the 
biosphere: the well and Boggy Creek South. For l4c, the annual discharge rates are extremely low 
up to about 3 x 1 o4 a. The rates reach a maximum near 6 x 1 o4 a, largely because of radioactive 
decay (the half-life of 4~ is 5730 a). After 1 o5 a, a total of about 8.1 x 1 o - ~  mol (1.1 x 1 o - ~  g) of 
I4c has discharged to the biosphere. 

then leaves the lake by outflow downstream. Eac'h year 30 million cubic 
metres of runoff water (about 90 times the volume of the lake) pass through 
the lake. 

As noted in Section 5.6 in the main text, we assume that all contaminants 
discharged to the biosphere enter the lake. Including all these dis- 
charges, the maximum contamfnant concentratfons calculated fn the lake 
water are 

4 x 10-l3 mol/m3 for 12'1, occurring at lo5 a (the time cutoff of 
the sfmulations); and 



6 x 10-I' mol/m3 for 14c, occurring near 6.0 x lo4 a. (Sec- 
tion D.4.7 explains why maximum concentrations of 14c in the well 
and in the lake occur at slightly different times.) 

Concentrations in the lake water are much smaller than in the well water at 
any time because of dilution by the large volume of runoff water passing 
through the lake. 

Concentrations are different in the two layers of lake sediment hecause 
these layers are contaminated from different sources: 

- The lower layer of compacted sediment sorbs contaminants from the 
rising groundwater. The maximum concentrations in compacted 
sediment are 1 x 10-lo mol/kg for 12'1, occurring at 1.0~ a, and 
3 x 10-l6 mol/kg for 14c, occurring near 6.6 x lo4 a. 

- The upper layer of mixed sediment is contaminated as settling 
particles sorb contaminants from lake water. The maximum concen- 
trations in mixed sediment a r e  1 w 1 0-l2 mol/kg for 12'1, occur- 
ring at lo5 a, and 2 x 10-I* mol/kg for 14c, occurring at about 
6.0 x lo4 a. 

D.4.4 IODINE-129 AND 14C CONCENTRATIONS IN THE SOILS 

In the median-value simulation, the soils in the garden, forage field and 
woodlot are sandy, with an average depth of 1.5 m above the water table. 
The soil model computes contaminant concentrations for the top two surface 
layers and a bottom layer for each of these fields. The surface layers 
together make lip 0 3 m nf r n n t i n g  7nne for plants. The bottom layer in the 
soil profile, 0.2 m thick, is in contact with the water table. 

Figure D-27 shows the locations of the fields and discharge zones. Parts 
of the three discharge zones cover cultivatable land with areas amounting 
to 1.6, 0.4 and 1.0 ha for Boggy Creek South, Boggy Creek North and the 
Pinawa Channel respectively. The fields cultivated by the critical group 
d ~ t :  d ~ ~ d l ~ y e d  UII Lhese larid areas in such a fashion as to maximize the doses 
received through ingestion pathways: 

- The 0.14-ha garden lies on the land part of the Boggy Creek South 
discharge zone that has the largest soil contaminant concentra- 
tion of all the discharges at all times throughout the simulation 
period. 

- The 9.2-ha forage field covers the remainder of the land area in 
the Boggy Creek South discharge, together with all of the land 
area in the Boggy Creek North and Pinawa Channel discharges, plus 
an additional area that is not over a discharge zone. 

-  he 9 5-ha woodlot lies entirely on land outside the dischargc 
zones .. 

The garden, forage field and woodlot are just large enough to support the 
critical group household. Together, they are larger than the total land 
area associated with all three discharge zones, thus all the contaminants 
arriving at the surface can enter the food chain of the critical group. 



Each type of field is contaminated by a different combination of three 
sources. Tables D-4 and D-5 list the 12'1 and 14c concentrations in the 
three fields, including 

- The concentrations in the three sources of contamination (dis- 
charge of groundwater, irrigation using well water, and deposi- 
tion from the atmosphere); 

- The concentrations in thc rooting zone of the soil with a brcak- 
down by source; and 

- The concentrations in the bottom layer of soil; 

Figure D-30 summarizes the 1 2 9 ~  concentrations in the rooting zone and in 
the bottom soil layer in each field at lo5 a. Figure D-31 shows the 
results tor 14c at 5.6 x lo4 a. (Recent experimental data, discussed fur- 
ther in Section 8.2.6 in the main text, suggest that a smaller gaseous 
evasion rate from soil should be used for iodine and a larger rate, for 
carbon. Thcse new data would lcad to slightly largcr conccntrations in 
soil for 12'1 and slightly smaller concentrations for 14c. ) 

These tables and figures show that irrigation of the garden with well water 
causes the garden rooting zone to be much more contaminated than that of 
either the forage field or woodlot: 

The concentration in the garden soil reaches 2 x LU-'' mol/kg 
(soil) at lo5 a, and 

The 14c concentration reaches a maximum of 5 x 10-l8 mol/kg (soil) 
near 5.6 x lo4 a. 

The 14c concentration in the rooting zone of the soil is much lower relative 
to its concentration in the well water than is the case for 12'1, mostly 
because carbon degasses from soil 200 times faster than iodine. Hence the 
same concentrations in the source water would produce a relatively lower 
concentration of carbon than iodine in the soil. 

The fora e field and woodlot are contaminated primarily by deposition of 
gaseous 4291 released from the surface of the lake, a less efficient trans- 
port process than irrigation. The rootin zone of the soil in the forage 
field is slightly more contaminated with q291 than in the woodlot. This is 
because the forage field lies partly over the Boggy Creek South discharge 
zone and, therefore, receives an additional influx of contaminants from 
discharging groundwater. The woodlot lies entirely on an area free from 
contamination by rising groundwater. Similar observations can also be made 
for '*c, although its estimated concentrations in surface soils lor the 
forage field and woodlot are less than mol/kg (soil) and are reported 
as zero in Figure D-31. 

In all three fields, discharging groundwater makes the smallest contribution 
to the rooting zone of the soil. The bottom layer of the forage field is 
more contaminated than the rooting zone for both 1 2 9 ~  and 14c because the 
bottom layer is in direct contact with the groundwater at the water table. 



TABLE D- 4 

ESTIMATED 1 2 9 ~  CONCENTRATIONS IN THE SOIL OF THE THREE FIW* 

Concentration in Garden Forage Field Woodlot 

Rooting Zone of the Soil (mol/kg) 
- due to irrigation 2 x 10-lo 0 0 
- due to deposition 2 10-l3 2 10-l3 2 10-l3 
- due to groundwater 5 10-l4 8 x lo-15 0 

Total 2 x 10-lo 2 10-l3 2 10-l3 

Bottom Soil (mol/kg) 
- due to groundwater 6 x lo-13 1 10-l3 0 

Source (mo1/m3 ) 
- irrigation water 2 lo-g 0 0 
- deposition (air) 3 x 10-l2 3 x 10-l2 3 x 10-l2 
- groundwater 3 x lo-a 4 lo-g 0 

* 
These results are from the median-value simulation at lo5 a after vault closure when 2 9 ~  
concentrations are highest. The upper pan of the table gives the estimated concentrations of 
1291 in the rootin zone and bottom layer of the garden, forage field and woodlot. The 
sources of the l A 1  are groundwater discharge, irri ation from the well and deposition from 
the atmosphere. The lower third of the table lists lg91 concentrations in these sources. A 
value of zero is reported for calculated concentrations less than 1 0-20 mollkg dry soil. 

D.4.5 IODINE-129 AND 14c CONCENTRATIONS IN THE ATMOSPHERE 

Contaminants in water and soil can enter the air above them by processes 
that include wind or mechanical dust suspension, degassing, burning of vege- 
tation to clear land and to heat dwellings, forest fires, sprayi-ng w a L e r  to 
irrigate land and spraying of water indoors by showers and humidifiers. 

Tables D-6 and D-7 show the contributions by various routes to i-ndoor and 
outdoor air concentrations of and 14c. The maximum estimat.ed indoor 
air concentrations are 

2 x 10-l4 mol/m3 for 12'1, occurring at lo5 a; and 

1 x 10-I' mol/m3 for 14c, occurring near 5.6 x lo4 a. 

For both nuclides, 90% of the contribution to inside air is from sprayfng in 
showers and humidifiers; most of the remainder is from degassing garden 
soil, 



TABLE D- 5 

E ED I* 

Concentration in Garden Forage Field Woodlot 

Rooting Zone of the Soil (mol/kg) 
- due to irrigation 5 x 10-la 0 
- due to deposition 0 0 
- due to groundwater 0 0 

Total 5 x 10-18 o 

Bottom soil (mol/kg) 
- due to groundwater 4 x 10-la 6 x lo-19 

Source Water (mol/m3) 
- irrigation 1 10-14 0 
- deposition 1 x 10-l8 1 x 10-l8 
- groundwater 3 lo-15 4 x 10-16 

These results are from the median-value simulation at 5.6 x 1 o4 a after vault closure when 
the estimated annual dose from is greatest. The upper part of the table gives the 
estimated concentrations of 14c in the rooting zone and bottom layer of the garden, forage 
field and woodlot. The sources of the 14c are groundwater discharge, irrigation from the well 
and deposition from the atmosphere. The lower third of the table lists 4~ concentrations in 
these sources. A value of zero is reported for calculated concentrations less than 
1 0-20 mollkg dry soil. 

The maximum estimated outdoor air concentrations are 

- 1 x 10-l5 mol/m3 for 12'1, occurring at lo5 a; and 
- 1 x mol/m3 for l4r, occurring near 5.6 x lo4 a 

In both cases, 99% is due to degassing from garden soil. (Recent experi- 
mental data, discussed further in Section 8.2.6 in the main text, would 
revise the gaseous evasion rates from soil for iodine and for carbon. The 
new data would lead to slightly lower concentrations in indoor and outdoor 
air for 12'1, and slightly higher concentrations for 14c.) 

D .4 . 6  ANNUAL DOSE ESTIMATES FROM l2 I AND 14c 

The hiosphere model describes 23 exposure pathways, accounting for contami- 
nates in the following sources: 

- drfnking water from the well or lake; 

- garden plants contaminated via roots, and via leaves; 
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FIGURE D-30: Estimated 1 2 9 ~  Concentrations in the Rooting Zone and Bottom 
Tayer  of the Soils at lo5 a 

This histogram shows 1291 concentrations from the medianvalue simulation along the vertical axis. 
The horizontal axis identifies the soil layers (rooting zone and bottom layer) of the three fields 
(garden, forage field and woodlot). Contributions for the sources of the contamination (groundwater 
discharge, irrigation and atmospheric deposition) are also indicated. 
The rooting zone of the garden has the largest 1291 concentration, primarily because of irrigation of 
the garden with well water. The bottom soil of the garden has a much lower concentration, whose 
source is groundwater discharge. The forage field soils have much lower concentrations, arising 
from groundwater discharge and deposition. The woodlot soils are contaminated by deposition only 
because the woodlot is not within a groundwater discharge zone. Thus the bottom soil of the woodlot 
is not contaminated. 
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FIGURE D-31: Estimated 14c Concentrations in the Rooting Zone and Bottom 
Layer of the Suils dt 5.6 x 10' a 
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This histogram shows 14c concentrations from the median-value simulation along the vertical axis. 
The horizontal axis identifies the soil layers (rooting zone and bottom layer) of the three fields 
(garden, forage field and woodlot). Contributions for the sources of the contamination (groundwater 
discharge, irrigation and atmospheric deposition are also indicated. 
The rooting zone of the garden has the highest I4C concentration, primarily due to irrigation of the 
garden with well water. Groundwater discharge and atmospheric deposition both contribute less than 
1 0-20 mollkg (soil). The bottom soil of the garden has the next highest concentration, resulting from 
groundwater discharge. The only other nonzero concentration is the bottom soil of the forage field, 
also resulting from groundwater discharge. The other concentrations are reported as zero; the 
estimated concentrations are much less than 1 0-20 mollkg. These estimated concentrations show 
small contributions from groundwater discharge and atmospheric deposition for the surface soil of the 
forage field, and from atmospheric deposition only for the surface soil of the woodlot. 
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TABLE D-6 

Source Contribution to Contribution to 
indoor air (mol/m3 ) outdoor air (mol/m3 ) 

Showers and humidifiers 2 x lo-14 
Gas released from garden soil 1 10-l5 
Suspended particles from garden soil 1 x 10-l7 
Gas released from surface uf lake 5 x 10-lR 
Wood burning to heat dwelling 0 
Stubble burning 0 
Land clearing fires and forest fires 0 
Suspended particles from the lake 0 

Total: 2 x 10-l4 

* 
These results are from the median-value simulation at 1 o5 a after vault closure when 2 9 ~  
concentrations are highest. The largest 2 9 ~  contribution to indoor air is from showers and 
humidifiers; for outdoor air it is degassin from garden soil. A value of zero is reported for 
calculated concentrations less than 1 O-A mol/m3. 

TABLE D-7 

Source Contribution to Contribution to 
Indoor Air (mol/m3 ) Outdoor Air (mol/m3 ) 

Showers and humidifiers 1 lo-19 
Gas released from garden soil 1 x lo-20 
Suspended particles from garden soil 0 
Gas released from surface of lake 0 
Wood burning to heat dwelling 0 
Stubble burning 0 
Land clearing fires and forest fires 0 
Suspended particles from the lake 0 

Total: 1 x 10-l9 

* 
These results are from the median-value simulation at 5.6 x 1 o4 a after vault closure, when 
estimated annual dose from 4~ is largest. The largest 4~ contribution to indoor air is from 
showers and humidifiers; for outdoor air it is degassin from arden soil. A value of zero is 9 reported for calculated concentrations less than 1 0-28moVm . 



- meat, poultry and dairy products contaminated by drinking water, 
soil, or feed contaminated via roots and via leaves of plants in the 
forage field; 

- fish contaminated by the lake water; and 

- soil directly ingested with food and contaminated, as described 
earlier. 

The dominant pathway for radiation doses is ingestion of contaminants in 
the food-chain. Impacts are also estimated for other pathways: inhalation, 
and external exposure to contaminated soil, water, air, and organic and 
inorganic building materials. 

Figures D-32 and D-33 illustrate the contributions to the maximum annual 
dose estimates (ADE) from 12'1 and 14c from the more important pathways in 
the median-value simulation. A more detailed breakdown is sumrnari~ed in 
Tables D-8 and D-9. 

Over 99% of the 12'1 ADE is internal and is incurred through pathways to 
man starting at the well. At lo5 a after vault closure, the time of the 
maximum ADE from l2 I 

- Consumption of garden plants contaminated through their roots and 
leaves contributes about 37% and 28% of the maximum ADE. Over 
9 9 8  of t h e  cnnt~amination of hoth roots and leaves originates in 
the well water used to irrigate the garden. 

- About 23% of the maximum ADE is due to drinking contaminated well 
water. 

- Consumption of meat, poultry and dairy products contaminated 
through the animals' drinking water contribute about 2 8 ,  2% and 
4% respectively to the maximum ADE. 

Inhalation of contaminated air contributes about 2%. 

Most of the maximum ADEs from 14c are also from internal pathways and start 
at the well. The ADEs from 14c reach a maximum near 5.6 x lo4 a after 
closure; at longer times its radioactive decay results in smaller doses. 

At this time (compare also Figure D-33 and Table D-9) 

- About 55% of the maximum ADE attributed to 14c comes from consum- 
ing garden plants; 

- About 22% from drinking well water; 

- About 12%, 5%) and 5% from consuming meat, milk and poultry 
products respectively, contaminated through animals' drinking 
water; and 

About 1% from consuming fish (Figure D-33) 
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FIGURE D-32: Contributions by Pathway of Annual Doses from 12'1 

These results from the median-value simulation, show the breakdown by pathway of the annual 
dose from 291 at 1 o5 a. The total annual dose, about 4.3 x Svla, is dominated by internal 
pathways, particularly ingestion of garden plants and drinking water. 

For all but the fish pathway, the main source of 14c is well water. The 
breakdown of the 14c ADEs from the various pathways differs from that for 
12'1 because of the different degrees with which the two nuclides move from 
soil to plant, from plant to animal, and from water to fish. 

For both and 14c, ingestion pathways tend to give larger ADEs than 
inhalation, and these internal pathways dominate external doses. Ingestion 
doses from plant foods are greater than from drinking well water because 
contaminants accumulate in garden soil irrigated with well water and in the 
plants grown on them. In contrast, animals are more contaminated by the 
well water they drink than by their teed. The feed comes from a.n unirriga- 
ted forage field that lies over less contaminated discharge area,s than the 
garden. 
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FIGURE D - 3 3 :  Contributions by Pathway of Annual Doses from '*c 

These results, from the median-value simulation, show the breakdown by pathway of the annual 
dose from 4~ at 5.6 x 1 o4 a. The total annual dose, about 3.8 x 10-I Svla, is dominated by 
internal pathways, particularly ingestion of garden plants, drinking water and animal products. 

Movement of 12'1 in gaseous form dominates transport between some parts of 
the biosphere. As mentioned above, the soils of the forage field and wood- 
lot are contaminated by deposition of 12'1 released from the lake surface 
by gaseous evasion. Concentrations of in outdoor air are controlled 
largely by degassing from garden soil; concentration in indoor air arises 
mostly from release of gaseous 12'1 from water used in showers and humidi- 
fiers. However, in each case the affected pathways to man are less impor- 
tant than more direct ingestion pathways starting with in well water. 



TABLE D- 8 

BREAKDOWN OF ESTIMATED ANNUAL L)OSES FKOM l2 I* 

Pathway (and source) Dose to man 

( sv/a 

Ingestion Pathways 
- water (well water) 1.0 lo-7 
- garden and other plants 

root uptake from soil 1..6 x 
leaf uptake from irrigation water and air 1 . 2  lo-7 

- dairy products 
well water 1.3 x 
feed-leaf uptake from air 2.5 x lo-' 
feed-root uptake from soil 6.2 x lo-'' 
feed-ingested soil 2.7 x lo-'' 

- poultry products (including wild birds) 
well water 9.7 lo-g 
feed-leaf uptake from air 8.7 x 10-lo 
feed-root uptake from soil 3.1 x 1 0 - l ~  
feed-ingested soil 1.2 x 10-11 

- mammalian meat products (wild and domesticated) 
well water 6.0 x lo-' 
feed-leaf uptake from air 7.6 x 10-lo 
feed-root uptake from soil 2.4 x 10-11 
feed-ingested soil 1.0 x 10-11 

- fish from the lake 1.2 x 10-11 
- soil from the garden (directly ingested) 2.5 x lo-' 

lnhalation 
- showers and humidifiers, gas from garden soil 1.0 x lo-B 

Total for internal pathways (ingestion plus inhalation): 4.3 

External Dose 
- ground exposure (garden) 5.8 x 1 0 - l ~  
- inorganic building materials (woodlot, soil) 1.4 x 10-11 
- water immersion (well water) 1.1 x 10-l2 
- air immersion (showers, humidifiers, 

gas from garden soil) 2.0 10-l3 

Total for external pathways: 7.3 x 10-11 

Total for internal and external pathways: 4.3 

The results give a breakdown of the pathways and sources for estimated annual doses from 
291 for the medianvalue simulation. The values are given at 1 o5 a. where estimated 

annual doses from 12'1 have reached a maximum for the simulation. 



DOWN OF E S T W E U  ANNUAT, DOSES FKUM 14c* 

Pathway (and source) Dose to man 
( sv/a 

Ingestion Pathways 
- water (well water) 
- garden and other plants 

root and leaf uptake from soil, 
irrigation water and air 

- dairy products 
well water 
feed-root and leaf uptake 
feed-ingested soil 

- poultry products (including wild birds) 
well water 
feed-root and leaf uptake 
feed-ingested soil 

- ~ua~luiidlidrl Irledt pr-oducLs (wild and domesticated 
well water 
feed-root and leaf uptake 
feed-ingested soil 

- fish from the lake 
- soil from the garden (directly ingested) 

Inhalation 
- showers and humidifiers, gas from garden soil 8.8 x lo-15 

Total for internal pathways (ingestion plus inhalation): 3.8 x lo-'' 

External Dose 
- ground exposure (garden soil) 5.2 x lo-19 
- dwelling construction materials (woodlot, soil) 0.0 
- water immersion (well water) 3.3 lo-17 
- air immersion (showers, humidifiers, 

gas from garden soil) 1.2 10-17 
Total for external pathways: 4.5 lo-17 

TvLdl for internal and external pathways: 3.8 x lo-'' 

* 
The results give a breakdown of the pathways and sources for estimated annual doses from 

for the median-value simulation. The values are given at 5.6 x 1 o4 a; at this time, the 
estimated annual dose from 4~ has reached a maximum for most pathways. 



SUMMARY OF CONTAMINANT BEHAVIOUR IN THE BIOSPHERE 

over the lo5 a following vault closure, the geosphere releases into the 
biosphere about 

8.1 x mol (1.1 x g) of 14C, and 

- 0.11 mol (8.9 g) of bromine. 

The releases of all other radionuclides and chemically toxic elem.ents are 
negligible. 

These small or negligible releases suggest that there would be no signifi- 
cant chemical toxicity or radiation doses from any of the contaminants in 
the nuclear fuel waste: 

Estimated concentrations of bromine are less than 3 x 10-lo mol/kg 
soil, 5 x 10-lo mol/m3 water and 2 x 10-l7 mol/m3 air. These 
concentrations are many orders of magnitude below existing concen- 
trations of bromine in the environment. Thus the additional con- 
tribution of bromine from the waste disposal facility would be 
negligible. 

The total ADE from all nuclides in the median-case simulation is 
almost entirely due to from the used-fuel matrix. The 
greatest value reached, at lo5 a, is 4 x Sv/a (Figures 6-2 
and 6-3). This value amounts to less than 0.02% in the average 
annual dose from environmental radioactivity (about 3 x Sv/a) 
received by individuals living today on the Canadian Shield. It 
is also less than 1% of the annual dose of 5 x Sv/a associa- 
ted with the AECB risk (AECB 1987). 

Tables D-10 and D-11 summarize the estimated concentrations of 1 2 9 ~  and 14C 
in different parts of the biosphere. No significant cuncer~lrations of any 
other radionuclides or chemically toxic contaminants exist within the bio- 
sphere. Transport out of the modelled system is through lake outflow and 
atmospheric dispersion; the subsequent highly diluted concentrations of 
contaminants are expected to have much smaller impacts than the e,stimated 
impacts to members of the critical group. 

~t l o 5  a following vault closure, over 97% of the '''1 discharged to the 
biosphere has left that portion of the biosphere that is modelled in the 
system model. The bulk of the 3% remaining in the local environment is in 
the scdimcnts of the lake. Less than 0.1% remairls irl the field soils. 
Figure D-34 shows the net flows of in and out of the rnodelletl part of 
the biosphere as a function of time. 

Similarly by about 6.8 x lo4 a, the time of maximum mass of 14c in the 
biosphere, 95% of the 14c discharged into the biosphere has left via the 
lake outflow. About 4% remains in lake sediment and 0.01% in field soils. 
k.igure D-35 summarizes the net flows of 14c in and out the modelled part of 



TABLE D-10 

Affected Part 1 2 9 ~  Concentration Origin of 
of Biosphere at 105a Contamination 

Well water 
Lake water 

Garden soil 
Forage field soil 
Woodlot soil 
Lake sediment 
- compacted 
- mixed 

Garden plants 

Meat 
Milk 
Poultry 

Fish  

Indoor air 
Outdoor air 

- -- - 

Well 
Well, Boggy Creek South 

Irrigation with well water 
Degassing from the lake 
Degassing from the lake 

Boggy Creek South 
Deposition from lake water 

Root uptake from garden soil 

Ingested well water 
Ingested well water 
Ingested well water 

Lake water 

Showers and humidifiers 
Degassing from garden soil 

* 
These results, from the median-value simulation, show the estimated concentrations of 1291 
in different parts of the biosphere at lo5 a following vault closure. The last column indicates 
the origin of the 1291. 

the biosphere as a function of time. N o t - e  t - h a t ,  hy 6.8 x lo4 a, more than 
99.9% of the initial inventory of 14c in the disposal system has decayed to 
the stable nuclide, 1 4 ~ .  

Concentrations of 14c in different parts of the biosphere peak at slightly 
different times. For instance, concentrations in well water peak at 
5.6 x lo4 a, as do concentrations in parts of the biosphere that are mostly 
affcctcd by well water (such as garden plants). Concentrations i l l  ldke 
water peak at a later time because lake concentrations slowly build up with 
time and because of the delayed arrival of additional discharges from the 
geosphere to Boggy Creek South. Forage field and woodlot soils peak at the 
same time as the lake water because the main contamination process is rapid 
deposition on these fields of 14c released from the lake by gaseous 
evasion. 



TABLE D-11 

CONCENTRATIONS OF 14c IN THE BIOSPHERE* 

Affected Part Peak 14c Time of Origin of 
of Biosphere Concentration Peak (a) Contamination 

Well water 1 x lo-14 mol/m3 5.6 x lo4 Well 
Lake water 6 x 10-l' mol/m3 6.0 x lo4 Well, Boggy Creek South 

Garden soil 5 x lo-'' mol/kg 5.6 x lo4 Irrigation with well water 
Forage field 0 6.0 x lo4 Degassing from the lake 
Woodlot soil 0 6.0 x lo4 Degassing from th'e lake 
Lake Sediment 

- deep 3 x 10-16 mol/kg 6.6 x lo4 Boggy Creek South 
- shallow 2 x 10-I* mol/kg 6.0 x lo4 Deposition from lake water 

Garden plants 5 x 10-l7 mol/kg 5.6 x lo4 Irrigation with wlell water 

Meat 3 lo-17 5.6 x lo4 Ingested well water 
Milk 1 x l o 7  5.6 x lo4 Ingested well water 
Poultry 3 x lo-17 mol/kg 5.6 x lo4 Ingested well water 

Fish 3 x lo-17 mol/kg 6.0 x lo4 Lake water 

Indoor air 1 x lo-'' mol/m3 5.6 x lo4 Showers and humidifiers 
Outdoor air 1 x mol/m3 5.6 x lo4 Degassing from garden soil 

* 
These results, from the median-value simulation, show the estimated concentrations of 14c 
in different parts of the biosphere at times near 6.0 x 1 o4 a following vault closure. The 
actual time chosen for each concentration is when the concentration has reached its 
maximum value. The last column indicates the origin of the 14c. A value of zero is reported 
for calculated concentrations less than 1 mol/m3 or mollkg. 

D.5 METHOD OF SENSITIVITY ANALYSIS 

D.5.1 INTRODUCTION 

Sensitivity analysis is used to i m p l o v e  o u r  understanding of the operation 
of the system model. We outline in this section the systematic approach 
used for the median-value simulation. 

It is convenient to distinguish two steps: 

First, we screen the parameters of the system model to identify 
important parameters. An important parameter is one that causes 
significant changes to some objective function when its value is 



-------. Flow into Biosphere via Well 
--------. Flow into Biosphere vla Boggy Creek South 

Total Flow into Biosphere --........-......-. Flow out of Biosphere via Lake Outflow 

5 x 1 0 ~  
Time [a] 

FIGURE D-34: Flows of in and out of the Modelled Biosphere 

These curves show the 1291 flow in the modelled part of the biosphere for the median-value 
simulation. The topmost curve shows the total flow in; it is the sum of the bottom two curves, which 
represent flows in from Boggy Creek South and the well. The curve second from the top shows the 
total flow of 1291 out of the modelled portion of the biosphere, resulting from outflow in lake water. 

changed. Section D.5.2 describes the objective functions of 
interest. The main results of the screening for the median-value 
simulation are reported in the main text (Section 6.3.3). 
Additional results (using different objective functions) are 
discussed in Sections D.6 to D . 8 .  

- Second, for each important parameter, we then show how it affects 
the results and investigate the reasons for these effects. These 
studies are documented in Sections D.6 to D.8. 

One important use of sensitivity analysis of the median-value simulation is 
that it guides us in interpreting the results of the thousands of randomly 
sampled simulations, including the associated sensitivity analyses. Our 
experience has shown that systematic sensitivity analysis of the median- 
v a l  l i e  s j m ~ i l a t  fon r e v e a l s  many s u b t l e  effects  and i n t e r a c t - i o n s  t h a t  a r e  



-------. Flow into Biosphere via Well 
--------. Flow Into Biosphere via Boggy Creek South 

Total Flow lnto Biosphere ...-............... Flow out of Biosphere via Lake Outflow 

5x104 
Time [a] 

k '1 t iUKE U-35: Flows of 14c in and out ot the Modelled Biosphere 

These curves show the 4~ flow in the modelled part of the biosphere for the median-value 
simulation. The topmost curve shows the total flow in; it is the sum of the bottom two curves, which 
represent flows in from Boggy Creek South and the well. The curve second from the top shows the 
total flow of 14C out of the modelled portion of the biosphere, resulting from outflow in lake water. 

important to the operation of the system model and that are often obscured 
in a set of randomly sampled simulations. 

Other sensitivity analyses on the individual models are described in the 
primary references on the vault modcl (Johnson et nl. 1994), the geosphere 
model (Davison et al. 1994) and the biosphere model (Davis et al. 1993). 
We have compared corresponding results from these analyses with our sensi- 
tivity analyses for the median-value simulation (Sections 6.3.3 in the main 
text and D.6 to D.8 in Appendix D) to ensure that there is concurrence in 
the lists of important parameters and in our understanding of wh!y they are 
important. 

Some differences can be observed, and all can be attributed to the differ- 
ent scopes of the studies: the primary references on the vault model 
( ,Johnson et al. 1994), the geosphere model (Davison et al. 1994) and the 



biosphere model (Davis et al. 1993) focus on the individual models, whereas 
our study deals with the integrated system model. For example, we identify 
the size of the critical group as an important parameter for the system 
model (Section 6.3.3 in the main text), but it is not an important para- 
meter in the biosphere model alone. This apparent disparity arises because 
the importance of the parameter to the system model derives from its effect 
on contaminant movement in the geosphere and to the well (Sections D.7.2 
and D.7.5). It is not an important parameter in the biosphere-only study 
(Davis et al. 1993) because that study does not include variations in flows 
of contaminants through the geosphere. 

As used here, an objective function is one of the variables calculated by 
SYVAC3-CC3 that describes an important endpoint. One important group of 
endpoints is the ADEs. 

Section 6.3 in the main text shows that, in the median-value simulation, 
doses from 14c and 12'1 dominate the maximum ADEs up to lo5 a .  T h l ~ s  w e  

concentrate the detailed sensitivity analysis of the system model on three 
objective functions: the total ADE, and the ADE resulting from 14c and the 
ADE resulting from 12'1. Most of the analysis is also concentrated on 
lo5 a rather than lo4 a, because 

- There are more nonzero impacts on the critical group up to lo5 a 
than up to lo4 a in our system model because more contaminants 
reach the biosphere over the longer time period. Thus the 
statistics for the lo5 -year model responses are more reliable, 
bccausc they are based on more nonzero data points. 

- It is conservative to choose the longer period, in the sense that 
the maximum ADEs observed for times up to lo5 a are larger in our 
system model than the maximum ADEs up to lo4 a. Because we use 
maxima over time, the maxima up to lo5 a are upper bounds on the 
maxima up to lo4 a. 

- Analyses using a longer time period tend to identify parameters 
that are important in attenuating ADEs, rather than important in 
merely delaying the arrival of contaminants in the biosphere. 

We also examine several other objective functions in association with the 
vault, geosphere and biosphere models. They are 

- Performance measures for the vault. For 12'1, the vault perfor- 
mance measure is defined as the total estimated amount of 
released from the vault up to lu5 a. A similar measure Is 
defined for 14c. 

Performance mcasurcs for the geosphere . For 12'1, the eosphere 
performance measure is defined as the total amount of lq91 that 
leaves the geosphere divfded by the total amount of 1 2 9 ~  that 
enters the geos here, over lo5 a. A similar performance measure 
is defined for '". 



- Performance measures for the biosphere. For 12'1, the biosphere 
performance measure is defined as the integral, u to lo5 a, of 
the ADE from 12'1 divided by the total amount of e291 that enters 
the biosphere for times up to lo5 a. A similar performance 
measure is defined for 14c. 

These ancillary objective functions serve to isolate particular components 
of the system model, and thus provide additional information on important 
parameters and features. 

A number of other objective functions were considered, such as concentra- 
tions of radionuclides and chemically toxic contaminants in water, soil and 
air, and the estimates of dose to nonhuman biota. They were not examined 
in detail because we believe the ADEs and performance measures provide a 
satisfactory basis for understanding the median-value simulation. 

Section 6.3.3 identifies the parameters that are important because of their 
effects on ADEs. Sections D.6 to D.8 (Appendix D) list some additional 
parameters that are important because of their effects on performance 
measures for the vault, geosphere and biosphere models. 

D.5.3 DETAILS OF THE METHOD 

The first step in sensitivity analysis is to screen the several thousand 
parameters to select for further study only those that, when changed, cause 
a significant change in the chosen objective functions. The major tool 
used is iterated fractional factorial analysis, described in Section A.4 in 
Appendix A. This method can typically screen several thousand parameters, 
using only a few hundred simulations, in sit-uat-ions where a few parameters 
dominate the rest (Andres and Hajas 1993). Our experience demonstrates 
that this method is a reliable screening tool when supported with expert 
judgment . 

The iterated fractional factorial method employs sets of simulations in 
which model parameters are given selected values, designed to determine the 
effects of the changes on the chvseri n~uclel output using a practical number 
of simulations. In Section 6.3.3.1 in the main text, we noted that three 
general classes of input parameters are examined: 

- sampled parameters that may have any value from a cont.inuous 
range of feasible values (when sampled during the probabilistic 
analysis); 

- switch parameters that have a value from one of several possible 
values (and that are used to select one option from a group of 
mutually exclusive options In a simulation for the probabilistic 
analysis) ; and 

- constant paramet-ers that normally take on a single fixed value 

We make the distinction because it fnfluences how sensitivity analysis is 
performed and how the results are interpreted (as discussed below). From 
computer simulation and mathematical viewpoints, switches and constant 
parameters need not be distinguished from one another, nor from any other 



variable parameter. All are types of parameters that are used by the model 
of the system and that are input to SYVAC3-CC3 to perform simulations. All 
are described using PDFs in the probabilistic analysis. Sampled parameters 
are described using one of many possible PDFs, such as normal, uniform and 
lognormal PDFs (Figure A-6 in Appendix A). Switches generally use piece- 
wrse uniform PUFS, Such that each separate range of the distribution 
defines the probability of one option. Finally, constant parameters use a 
constant PDF, which defines the single fixed value of the parameter. 

In selecting values for the model parameters, we employed the following 
consistent approach: 

- For all sampled parameters, small-variation studies use parameter 
values that are fixed in different simulations at the 0.475 or 
0.525 quantiles of their PDFs. (There is a one-to-one mapping of 
a parameter value with its quantile. The smallest and largest 
possible values of the parameter correspond to the 0 and 1 quan- 
tiles. In 1000 random samples of a parameter from its PDF, 
about 475 values would be less than or equal to the value that 
corresponds to the 0.475 quantile. Similarly, 525 values on 
average would be less than or equal to the value corresponding to 
the 0.525 quantile.) 

With this choice, the effects of a variable parameter on the 
chosen objective function are examined for values that are near 
its median value and that deviate above and below the median 
value by amounts that are equally likely to occur (based upon its 
PDF). This method of defining the changes to the parameters 
permits direct comparison of the effects of parameters that have 
different physical units and different probability distributions. 
Studies using the 0.475 and 0.525 quantiles are for a two-level 
design (Section A.4 in Appendix A). Other screening studies 
involve a three-level design, using the 0.425, 0.500 and 0.575 
quantiles. 

- For all sampled parameters, full-range studies examine a broader 
range of possible values for each parameter. These studies 
examine variations using the 0.0, 0.01, 0.99 and 1.0 quantiles to 
screen for parameters whose effects are important when they are 
given values spanning their full range of uncertainty. The full- 
range studies also involve two- and thee-level designs. 

- For all switch parameters, values are chosen that encompass all 
acceptable options associated with the switch. For example, 
there are two possible values for the switch that selects the 
suurce ul: dumeslic wdLer used by Lhe cr.iLicd1 yruup: urle vdlue 
corresponds to the use of well water and the other to the use of 
lake water. Similarly, the switch that selects the type of gar- 
den soil has four possible values to cover four options (for 
sand, clay, loam and organic soils). Sensitivity analysis of the 
median-value simulation includes examination of all possible 
values of each switch parameter or all options allowed by the 
switches. 



For a constant parameter, sensitivity analysis uses feasible 
values selected from near its fixed value. Where possible, the 
selected values are 10% above and below the fixed value. For 
some parameters, 10% variations are not feasible because they 
would result in an inconsistent model. This occurs for para- 
meters such as those defining the coordinates of the nodes for 
the network of segments in the geosphere: a 10% variation would 
lead to significant incompatibilities in the description of the 
groundwater flow field and, therefore, we use smaller variations. 

Once the important parameters have been identified, the next step in our 
sensitivity analysis is to demonstrate how these important parameters 
affect the estimated responses of thc system model. These effects are 
inferred from another series of simulations involving systematic variation 
of the important parameters. Typically, for an important sampled parameter 

- To study effects near the median values, the parameter is given a 
series of values that range between its 0.475 and 0.525 quan- 
tiles, whereas all other parameters are fixed at their median 
values. To study effects over the full range of values, the 
parameter is given values corresponding to its 0.0, 0.02, 0.05, 
0.10, 0.20, 0.30, 0.40, 0.51, 0.60, 0.70, 0.80, 0.90, 0.95, 0.98 
and 1.0 quantiles, whereas all other parameters are fixed at 
their median values. (The 0.0 and 1.0 quantiles are excluded for 
parameters whose distributions are not bounded or are very broad. 
In addition, other intermediate quantiles are used if needed to 
better define a curve of effect versus parameter value.) A set 
of simulations is then performed using each specified quantile, 
and plots of the ADEs versus parameter values show explicitly the 
effects of the parameter. 

For important switch parameters, we typically generate simulations for each 
possible value of the switch. For constant parameters, we generate simuld- 
tions where the "possible" values of the constant are its fixed value and 
selected values above and below its fixed value. 

Sections D.6 to D.8 of Appendix D discuss these effects for the vault, 
geosphere and biosphere models. 

D.6 SENSITIVITY ANALYSIS OF THE VAULT MODEL 

IMPORTANT PARAMETERS OF THE VAULT MODEL 

The screening of parameters of the system model identifies six important 
parameters used in the vault model (Table 6-2 in the main text). They are 
important in the median-value simulation in the sense that small. variations 
near their median values result in significant changes to the ma.ximum ADEs 
from l4e and up to lo5 a. The six important parameters are 

- the buffer anion correlatfon parameter (which correlates the 
values of the buffer diffusion coefficient and the buffer capa- 
city factor for anionic species (Johnson et al. 1994)); 



- the initial inventory of 12'1 in used fuel; 

- the inilia1 inventory of 14c in used fuel; 

the instant-release fraction from used fuel for '*c; 

- the groundwater velocity scaling factor (a dimensionless, multi- 
plicative factor used to describe the uncertainty in groundwater 
velocities in the geosphere (Davison et al. 1994)); and 

- the tortuosity of the lower rock zone (a measure of the increased 
distance for diffusive transport caused by the winding nature of 
the interconnected aqueous palhway). 

The last two parameters are normally associated with the geosphere model, 
but they also affect the vault model through the linkages between the vault 
and geosphere models (Section 5.3 in the main text). 

For variation of all sampled parameters over their entire range of possible 
values, seven parameters used in the vault are important (Table 6-3 in the 
main text); the six listed above and 

- the instant-release fraction from used fuel for 12'1. 

Finally, another fractional factorial screening study was directed at the 
vault performance measures. The vault performance measure for 12'1 is 
defined to be the total estimated amount of 1 2 9 ~  released from the vault up 
to lo5 a. It represents the effectiveness of the vault as a barrier to the 
movement of 12'1, with smaller values corresponding to greater effective- 
ness. A similar performance measure is defined for 14c. This study also 
identified as important the seven parameters listed above. 

Table D-12 shows the ratios of the largest to the sllldllest vault perfor- 
mance measures for and for 14c when we vary one important parameter at 
a time over its range of possible values (based on its PDF). The relative 
effects of each parameter can be shown by comparing the ratios in the 
table; for example, 

The initial inventories of 14c and 12'1 have the largest effect 
on changing the total amounts of these nuclides released from the 
vault over lo5 a. The differential effects between the two 
nuclides can be attributed to the different ranges of initial 
inventories that are examined (14c has the largest range of 
possible values). 

The instant-release fractions from used fuel for and 14c 
also have large effects. As before, the differential effects 
between the two nuclides are attributed to their different ranges 
of possible values. 



TABLE D-12 

RELATIVE IMPORTANCE OF VAULT PARAMETERS ON ESTIMATED RELEASES 

FROM THE VAULT* 

Release Ratio for: 
P a r a m e t - e r  12gI 14c 

Initial inventory of 12'1 in used fuel 3 2 1 
Instant-release fraction from used fuel for 12'1 18 1 
Buffer anion correlation parameter 18 4 3 
Groundwater velocity scaling factor 11 15 
Tortuosity of the lower rock zone 3 3 
Initial invenLvry of 14c in used fuel 1 100 
Instant-release fraction from used fuel for 14c 1 2 5 

* 
The parameters listed are those that have the most significant effects on the total estimated 
releases of 4~ and 2 9 ~  from the vault for times up to 1 o5 a. The release ratios are, for 
each nuclide, the ratios of the largest to the smallest releases that are calculated when each 
parameter is separately varied over its range of possible values and when all other 
parameters are fixed at their median values. (The values actually used correspond to the 
following quantiles: 0.0, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.51, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98 and 
1.0.) A release ratio of unity implies no effect. 

- Other important parameters, such as the buffer anion correlation 
parameter, groundwater velocity scaling factor and tortuosity of 
the lower rock zone, are not nuclide-specific. They each affect 
releases of 14c and in the same way; for instance, increas- 
ing the buffer anion correlation parameter increases the esti- 
mated releases of both nuclides. The results again show a dif- 
ferent degree in magnitude for the two nuclides that can be 
attributed to the relative differences in half-lives for 14c and 
1291. 

- Parameters that describe characteristics of one nuclide have no 
effect on ratios of other nuclides. Thus the ratio for 14c is 
unity (that is, there is no difference) when the initial inven- 
tory of 12'1 is changed. 

Flnally, the relative importance of the parameters depends on whether the 
response examined is total estimated releases from the vault or the maximum 
ADEs. A comparison of the results in Tables D-12 and 6-3 (in the main 
text) shows that full-range variations of two parameters hove a much 
greater effect on the maximum ADE than on total estimated releasles from the 
vault: the groundwater velocity scaling factor and the tortuosft.y of the 
lower rock zone. The reasons for these effects are described in Section 
D.6.4. 



Changes in the initial irlventuries of 14c and 1 2 9 ~  cause the greatest 
changes to the total releases from the vault: for example, Table D-12 shows 
the total release of 14c to lo5 a increases by a factor of 100 when its 
initial inventory in used fuel is increased from its minimum value to its 
maximum value. 

This sensitivity arises because the total release of a contaminant from the 
vault is proportional to its inventory, provided that the contaminant does 
not exceed its solubility limit and precipitate in the vault buffer. Solu- 
bility limits for 14c and 12'1 are extremely large and do not affect their 
releases in the median-value simulatiun. (In contrast, solubility limits 
for "TC can be relatively small, and releases of "TC are bounded in the 
median-value simulation and in many other simulations.) Figures D-36 and 
D-37 show how the total releases of 14c and 1 2 9 ~  from the vault vary with 
changes in their initial inventories (all other parameters are fixed at 
their median value). As noted in Section 6.3.3.2 in the main text, 14c 
shows a greater effect than 12'1 in Table D-12 because its initial inven- 
tory in used fuel has a greater range of possible values. 

The instant-release fraction from used fuel determines the amount of the 
initial inventory of a contaminant that is released within the container at 
the instant of container failure. Because the releases from the vault of 
14c and 12'1 are dominated by their instantly released inventories (over 
the entire time period covered by the simulations), the instant-release 
fractions for 14c and 12'1 have an effect similar to their initial inven- 
tories. This effect is illustrated in Figures D-38 and D-39, which show 
the total releases of 14c and from the vault as a function of their 
instant-release fractions from used fuel. Carbon-14 shows a greater effect 
than 12'1 in Table D-12 because it covers a greater range of values. 

Curves similar to those in Figures D-36 to D-39 dre obtained when the maxi- 
mum ADEs resulting from 12'1 and 14c are plotted against initial inven- 
tories and instant-release fractions from used fuel. These parameters act 
as scaling factors in the median-value simulation; t-hat is, they change the 
magnitude of estimated model responses by the same value at all times. 
Thus increases in these parameters result in proportional increases in 
total releases from the vault and the maximum ADEs for 1 2 9 ~  and 14c. The 
increases may not be identically proportional if processes such as precipi- 
tation and isotopic dilution are important. 

D.6.3 EFFECTS OF THE BUFFEK ANION CORRELATION PARAMETER 

The buffer anion correlation parameter is used to correlate the values of 
the buffer diffusion coefficient and the buffer capacity factor for all 
contaminants in the vault that are expected to form anionic species in 
groundwater (Johnson et al. 1994). Both 14c and 1 2 9 ~  are modelled as 
anionic species. 

A single buffer anion correlation coefficient is required to determine the 
diffusion coefficients and capacity factors of all anionic contaminants. 
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FIGURE D-36: Effect of 14c Inventory on Releases from the Vault 

The curve shows the total release of 14c from the vault up to 1 o5 a, as a function of its initial 
inventory in used fuel and when all other parameters are fixed at their median value. The initial 
inventory of 14c in used fuel is varied throughout the range defined by its PDF; the symbol on the 
curve locates its median value. 

The correlation is positive, meaning that both the diffusion coefficient 
and capacity factors tend to increase or decrease in unison. Th~is depen- 
dence is based on the experimental observations that as the porosity of the 
buffer decreases, the storage capacity and the diffusion capability for 
anions in the buffer decrease together. (The primary reference for the 
vault model (Johnson et al. 1994) describes these observations.) 

Figure D-40 shows the effect of the buffer anion correlation parameter on 
total estimated release of from the vault, where the correlation para- 
meter varies over its entire range (9.0 x to 3.6 x and all other 
parameters are ffxed at their median values. (Similar results are observed 
for 14c except for small differences attributable to its smaller half - 
life). The curve shows an overall variation in total release of more than 
a factor of 10, and a maximum release near a parameter value equal to 
1 10-4. 
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FIGURE D-37: Effect of 2 9 ~  Inventory on Releases from the Vault 

Comments are as for the previous figure, except that the data are for 1291. 

The shape of the curve arises because changing the buffer anion correlation 
parameter has two counteracting effects on contaminant releases from the 
buffer (which is reflected in the releases from the vault). For an anionic 
contaminant, an increased buffer anion correlation parameter corresponds to 
a higher diffusion coefficient and d l d r y e r  capacity factor, and 

Increased rates at which the contaminant is drawn into the buffer 
from the containers; and 

- Decreased rates of contaminant release from the buffer because of 
delays in transport through the buffer (more accurately, this 
second effect delays contaminant transport, and thereby reduces 
early releases). 

The first e r f e c L  is approximately proportional to the magnitude of both 
parameters, whereas the second effect is proportional to the ratio of the 
diffusion coefficient to the capacity factor: as this ratio decreases, the 
delay time increases. 



FIGURE D-38: Effect of 14c Instant-Release Fraction on Releases from the 
Vault 

The curve shows the total release of from the vault up to 1 o5 a, as a function of its instant 
release fraction from used fuel and when all other parameters are fixed at their median value. The 
instant-release fraction of 1 4 ~  is varied throughout the range defined by its PDF; the symbol on the 
curve locates its median value. 

Either of the above two effects may dominate the other. In fact, both 
extremes are observed in these studies of the median-value simulation 
because of the range of possible values of the buffer anion correlation 
parameter. For increased values of the parameter near its s m a l q l e s t  V ~ ~ I I P S ,  

the first effect dominates; that is, releases from the buffer (and the 
vault) increase as the correlation parameter increases. This trend does 
not continue indefinitely. As noted above, increasing the buffer anion 
correlation parameter leads to increases in both the capacity factor and 
diffusion coefficient. However, the range of variation of the diffusion 
coefficient fs less than that of the capacity factor. Therefore?, the ratio 
of the diffusion coefficient to the capacity factor decreases as these two 
parameters are increased from their lowest to greatest values over their 
respective ranges. Thus the second effect tends to become more important 
for large values of the buffer anion correlation parameter. 



0 0.1 0.2 
Instant-Release Fraction of 1-129 [ ] 

FIGURE D-39: Effect of 12'1 Instant-Release Fraction on Releases from the 
Vault 

Comments are as for the previous figure, except that the data are for 1291. 

For the median-value simulation, the range of values for the capacity fac- 
tor and diffusion coefficients for 14c and 12'1 are such that both effects 
are observed. Hence as these parameters increase, the control over the 
amount released shifts from the rapid movement of contaminant into the 
buffer to the increased delay time in the buffer. Thus the curve in 
Figure D - 4 0  shows a maximum value in total estimated release. 

A similar effect is possible for the backfill. However, it is not observed 
because of the different ranges of possible values of the transport para- 
meters for the buffer and the backfill. In the backfill, the capacity 
factor and diffusion coefficient for 12'1 both vary by only a factor of 
1,5, whereas fn the buffer they vary by factors of 4 0 0 0  and 4 0 0 .  

Plots of the maximum ADE versus the buffer anion correlation parameter have 
a curve similar to that in Figure D - 4 0 .  
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FIGURE D 40; Effect of the Buffer A i i i u i i  CulrelaLivrl Pd~dlneter on 
Releases from the Vault 

The curve shows the total release of 1291 from the vault up to lo5 a, as a function of the buffer anion 
correlation parameter (a dimensionless correlation parameter) and when all other parameters are 
fixed at their median value. The buffer anion correlation parameter is varied throughout the range 
defined by its PDF; the symbol on the curve locates its median value. 

D.6.4 EFFECTS OF THE PROPERTIES OF THE SURROUNDING ROCK 

The groundwater velocity scaling factor and the tortuosity of the lower 
rock zone are parameters normally associated with the geosphere model; 
however, they are also used in the calculation of the mass transfer coeffi- 
cient at the vault-geosphere boundary (Section 5.3 in the main text). The 
mass transfer coefficient is a measure of the relative conductance to con- 
taminant transport of the rock adjacent to the vault. 

Figures D-41 and D-42 illustrate the effects of Lhe groundwater velocity 
scaling factor and the tortuosity of the lower rock zone on estimated 
releases of 1 2 9 ~  from the vault for times up to lo5 a. (Similar results 
are observed for 14C. ) 
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FIGURE D-41: Effect of the Groundwater Velocity Scaling Factor on 12'1 
Releases from the Vault 

The curve shows the total release of 1291 from the vault up to 1 o5 a as a function of the groundwater 
velocity scaling factor (a dimensionless parameter) and when all other parameters are fixed at their 
median value. The groundwater velocity scaling factor is varied throughout the range defined by its 
PDF; the symbol on the curve locates its median value. 

Increasing the groundwater scaling factor increases the groundwater veloci- 
ties in the rock surrounding the vault, which in turn tends to increase the 
mass transfer coefficierit ol: the vdult backfill, and thus to increase the 
total estimated release of 12'1. Increasing the tortuosity of the lower 
rock zone increases contaminant transport times in the rock surrounding the 
vault, which decreases the mass transfer coefficient, and thus causes a 
decrease in the total estimated release of 12'1. 

These two parameters show complex effects on the ADE because they change 
the time dependence of estimated releases. Hence a change in the estimated 
total release from the vault to lo5 a does not produce a proportional 
change in the estimate of the maximum ADE up to that time. 
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FIGUKE U - 4 2 :  ~f iect of the Tortuosity of the Lower ~ o c k  Zone on 1 2 9 ~  

Releases from the Vault 

The curve shows the total release of 1291 from the vault up to 1 o5 a as a function of the tortuosity of 
the lower rock zone (a dimensionless parameter) and when all other parameters are fixed at their 
median value. The tortuosity of the lower rock zone is varied throughout the range defined by its 
PDF; the symbol on the curve locates its median value. 

Moreover, these two parameters have strong effects in the geosphere (dis- 
cussed in the following section), where they act to cause further delays in 
contaminant transport. Thus the importance of these two parameters is 
greater for the maximum ADEs (Table 6 - 3  in the main text) than for  total 
estimated releases from the vault (Table D-12). 



IMPORTANT PARAMETERS OF THE GEOSPHERE MODEL 

The screening of parameters and features of the system model identified 
four important parameters used in the geosphere model (Table 6-2 in the 
main text). They are 

- the tortuosity of the lower rock zone); 

- the free-water diffusion coefficient for iodine; 

- the groundwater velocity scaling factor (a dimensionless, multi- 
plicative factor used to describe the uncertainty in groundwater 
velocities in the geosphere (Davison et al. 1994)); and 

- the free-water diffusion coefficient for carbon. 

These parameters are important in the median-value simulation in the sense 
that small variations near their median values result in significant 
changes to the maximum (up to lo5 a) ADEs from 14c and 12'1. 

Section 6.3.3.5 in the main text notes that the ADEs are also sensitive to 
the closest distance between a vault room and fracture zone LD1. This is 
the waste exclusion distance, with a value of about 50 m. Because the 
orientation of the vault is fixed, the waste exclusion distance is a con- 
stant. Thus we cannot examine its effects in the same systematic fashion 
as we have done for other parameters. The development of derived con- 
straints described in Sections 6.2 and 6.6 in the main text includes an 
analysis of the effects of different waste exclusion distances that obtain 
when the vault orientation is modified. Note, however, that the importance 
of the waste exclusion distance is implicitly included in the above list: 
the tortuosity of the lower rock zone and the groundwater velocity scaling 
factor both refer to properties of the rock and water within the waste 
exclusion distance. 

For variation of all sampled parameters over their entire range of possible 
valucs, six parameters arc identified as the most important (Table 6-3 in 
the main text). They are the four listed above, and 

- the depth of the well and 

- the number of persons per household (of the critical group). 

This last parameter is normally associated with the biosphere model. How- 
ever, it also affects the geosphere model because groundwater flows in the 
geosphere depend on the volume of water withdrawn from the well by the 
critical group. 

Finally, another fractional factorial screening study was directed at the 
geosphere model alone, to examine the effects of system parameters on a 
measure of the performance of the geosphere. The geosphere performance 
measure for 1 2 9 ~  is defined as the ratio of the total amount of 



released from the geosphere in lo5 a to the total amount of 12'1 released 
from the vault in 10' a. It represents the effectiveness of the geosphere 
as a barrier to the movement of 129~: a smaller value corresponds to a more 
effective barrier. A similar performance measure is defined for 14c. 

This auxiliary screening identified as important the above six parameters 
and 

the thickness of the overburden. 

Five additional parameters are somewhat important for 14c but not for 12'1. 
They are the four switches selecting the source of the domestic water, the 
soil type, whether the garden is irrigated and the use of lake sediment as 
soil, and one parameter describing the thickness of the lake sediment. 
These four switches are generally associated with the biosphere model, and 
their effects are discussed in Section D.8. The effect of the thickness of 
the lake sediment is similar to that of the thickness of the overburden and 
is not discussed further here. 

Table D-13 summarizes the dependence of the performance measure of the 
geosphere model on the seven important parameters listed above. The rela- 
tive effects of each parameter can be shown by comparing the ratios in the 
table; for example, 

- The relative importance of the parameters depends on whether the 
response examined is the maximum ADE (Tables 6 - 2  and 6 - 3  in the 
main text) or the geosphere performance measures (Table D-13). 

- The tortuosity of the lower rock zone clearly has the largest 
effect on the geosphere performance measure for 12'1. Increasing 
the value of this parameter increases the effectiveness of the 
geosphere as a barrier to movement. 

- The tortuosity of the lower rock zone also has a lar e effect on 
the geosphere performance measure for 14c. As for 1'9~, increas - 
ing the value uf this p d r . d l 1 1 e L e r  increases the effectiveness of 
the geosphere as a barrier to 14c movement. 

- The groundwater velocity scaling factor is clearly the most 
important parameter affecting the geosphere performance measure 
for 14c, but it has a much smaller effect for 12'1. In the dis- 
cussion below, this difference in importance is related to the 
different half -lives of 14c and 12'1. 

In the following discussion, we first describe the characteristics of the 
well, because L h e r e  is a complex Interplay of parameters that con.tro1 the 
effects of the well. We then discuss the effects of the important para- 
meters on estimated releases from the geosphere model and on the ADEs. 



TABLE D- 13 

I *  

P a r a m e t e r  

Ratios of Geosphere 
Performance Measure for: 

129, 14c 
- - -- 

Tortuosity of the lower rock zone 1200. 47000. 
Free-water diffusion coefficient for iodine 39. 1.0 
Groundwater velocity scaling factor 7.3 130000. 
Thickness of the overburden 1.3 2.1 
Number of persons per household 1.1 4.0 
Free-water diffusion coefficient for carbon 1.0 240. 
Depth of the well 1.0 1.8 

The parameters listed are those that have the greatest effect on measures of the 
performance of the geosphere as a barrier to the transport of 1291 and 4 ~ .  The two 
columns on the right-hand side show ratios of the largest to the smallest performance 
measures for 14c and 1291 that are calculated when each parameter is varied separately 
over its range of possible values and when all other parameters are fixed at their median 
values. (For most parameters, the values actually used correspond to the following 
quantiles: 0.0, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.51, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98 and 1.0. For 
"Number of persons per household" (of the critical group), values used ranged from 1 to 36.) 
A ratio of unity indicates the parameter has no effect. 

The geosphere model includes a well that is located near the site of the 
reference disposal vault. In the median-value simulation (and in about 50% 
of the randomly sampled simulations), it supplies the domestic water used 
by the critical group. It may also supply water used to irrigate the 
garden. 

The well can be classified in several broad schemes. One is whether the 
well is an overburden or bedrock well: 

- Overburden wells do not extend past the overburden that overlies 
the rock of the geosphere. We assume that only surface water 
reaches the well and that the concentrations of contaminants in 
this surface water are identical to concentrations in lake water. 

- Bedrock wells extend past the overburden. We assume that they 
are sited above the centre line of the contaminant plume moving 
upwards along fracture zone LD1 and that they are located at a 
position along the centre line such that the bottom of the well 
intersects LD1 (Section 5.4 in the main text). In this case, the 



well will gather contaminated groundwater moving upwards along 
fracture zone LD1 that has collected contaminants released from 
the vault. It may also gather surface water infiltrating 
downwards along LD1. 

A r l o L h e r  classification is based on the use of well water. The character- 
istics of the well are such that it can usually supply enough water for 
domestic use by the critical group. It may also supply enough water for 
irrigation of the garden (use of the well for irrigation is determined by 
the switch that selects the irrigation option). If the demand :€or domestic 
and irrigation water is sufficiently large, then the physical capacity of 
the well to supply water may be exceeded. When the provisional demand on 
the well exceeds its capacity, we reduce the demand by first assuming that 
the critical group obtains its irrigation water from the lake. If the 
demand still exceeds capacity, we then assume that the critical group also 
obtains its domestic water from the lake. In the median-value simulation, 
the well capacity is sufficient to supply both domestic and irrigation 
water, although there are some simulations encountered in the sensitivity 
analysis where water demand exceeds well capacity. 

The principal parameters controlling the characteristics of the well are 
the groundwater velocity scaling factor, the depth of the well, and the 
volume of water drawn from the well (which depends on the number of persons 
making up the household of the critical group). In the median-value simu- 
lation, the value of the groundwater velocity scaling factor is unity and 
the depth of the well is 37 m. It is a bedrock well because the overburden 
is only 7.4 m deep. Well water is used for domestic and irrigation use by 
three people who make up the household of the critical group. The well 
supplies 1330 m3 water per year, of which 1290 and 40 m /a are from ground- 
water movfng upwards and downwards along LD1. 

Systematic changes to these parameters have the following effects: 

Groundwater velocitv scalins factor. Increases in values for 
this parameter correspond to increased availability of water in 
~ u l  and the surrounding rock to meet the well demand of 
1330 m3/a. Thus the well draws water from a smaller radius, 
thereby capturing a smaller portion of the contaminant plume 
moving up LD1. Figure D-43 shows the cffcct of the groundwater 
velocity scaling factor on the fraction of the contaminant plume, 
moving upwards in LD1,  that is captured by the well (all other 
parameters are fixed at their median values). As the scaling 
factor is increased from about 0.24 to its maximum value of 10, 
the plume capture fraction gradually decreases from about 0.7 to 
0.03. This gradual decrease reflects the smaller radius from 
which the well draws its water. 

When the scaling factor is below about 0.24, the effect of the 
well capacity influences the results. At the minimum value of 
the scaling factor (0.1), the well capacity would be exceeded, 
and thus the volume of water drawn from the well is reduced by 
drawfng irrigation water from the lake. The reduced volume drawn 
from the well then reduces the plume capture fraction to about 
0.65. Thus the curve shows a maximum when the groundwater 
velocity scaling factor is near a value of 0.24. 
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FIGUKE U-43: Effect of the Groundwater Velocity Scaling Factor on Contami- 
nant Capture by the Well 

The curve shows the effect of the groundwater scaling factor (a dimensionless parameter) on the 
estimated fraction of contaminants captured by the well. In general, greater values of the scaling 
factor correspond to increased availability of groundwater for the well, thus the well draws water from 
a smaller radius and captures less of the contaminant plume. This pattern fails for small values of 
the groundwater velocity scaling factor (less than about 0.2), because of the effects of well capacity 
(see text). The groundwater velocity scaling factor is varied throughout its range of possible values, 
and all other parameters are fixed at their median values. The symbol in the curve locates its median 
value. 

- -. This parameter affects the proportions of 
deep groundwater and surface groundwater that enter the well. As 
noted above, overburden wells that extend only into the over- 
burden ( 7 . 4  m deep in the median-value sfmulatfon) draw only 
surface water. Deeper wells intersect LD1 and draw both surface 
water and groundwater. Figure D-44 shows the volume of surface 

water drawn into the well as a function of the depth of the well, 
for depths greater than 7 . 4  m and with all other parameters fixed 
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FIGTJRE D - 4 4 :  V o l u m e  of S u r f a c e  W a t e r  D r a w n  i n t o  B e d r o c k  W e l l s  V e r s u s  D e p t h  

of the Well 

The curve shows the estimated volume of surface groundwater that is drawn into bedrock wells as a 
function of the depth of the well. Bedrock wells are those that extend beyond the overburden to 
intersect fracture zone LDI; thus the curve starts at a well depth of 7.4 m (the thickness of the 
overburden in the median-value simulation). The well supplies a total of 1300 m3 of water per year, 
with the water originating from deep groundwaters travelling up fracture zone LD1 and from surface 
groundwaters. We estimate contaminant concentrations in groundwaters in LD1 in the geosphere 
model. We assume that contaminants in the surface groundwaters have the same concentrations, 
as estimated (in the biosphere model) for the water in the lake. The depth of the well is varied from 
7.4 m to its maximum possible value of 200 m, and all other parameters are fixed at their median 
values. The symbol in the curve locates the position of the median value of the depth of the well. 



at their median value. The figure shows that, for depths of the 
well greater than about 50 m, the volume of surface groundwater 
drawn into the well becomes zero, so that the well water demand 
is met entirely with deep groundwater moving upwards along LD1. 

Because shallow wells draw less deep groundwater, they capture a 
smaller proportion of the contaminant plume. Figure D-45 shows 
the effect of the depth of the well on the fraction of the con- 
taminant plume moving upwards in LD1 that is captured by the well 
(all other parameters are fixed at their median values). For 
overburden wells (those with a depth less than 7.4 m in the 
median-value simulation), only surface water is drawn into the 
well, thus the plume capture fracliu~l is zero. For greater 
depths, the fraction captured increases because a greater propor- 
tion of groundwater is drawn into the well. The curve shows a 
maximum fraction of about 0.32 at depths of the well near 50 m, 
and the fraction decreases slightly to about 0.28 at a 200-m 
depth. This gradual reduction occurs because, at depths near 
50 m, the well is most effective in focussing the groundwater 
flows, and thus the fraction of the plume captured is a maximum. 
At depths beyond 50 m, the well is slightly less effective in 
focussing groundwater flows; that is, there is a greater oppor- 
tunity for deep groundwaters (and contaminants) to by-pass deeper 
wells. 

Welldemand, or volume of water required by the well, is calcu- 
lated in the biosphere model and depends on the number of persons 
making up the household of the critical group. This relationship 
is shown in Figure D-46. In the median-value simulation, the 
critical group uses this water to supply their domestic needs and 
to irrigate their garden. In general, well demand increases 
linearly with the size of the critical group because more water 
is required both for domestic purposes and for irriydliu~l yar- 
dens. However, there is a limit on the well capacity, or the 
ability of the well to supply water; in the median-value simula- 
tion, it is 10 400 m3/a. Water demand would exceed capacity if 
the size of the critical group were greater than 23 persons. 
Thus Figure D-46 shows a break in the curve between 23 and 24 
persons. Beyond 23 persons, the well is used only as a source of 
domestic water, and thus well demand is significantly reduced. 
(Well capacity is affected by the depth of the well and ground- 
water velocity scaling factor: lower values of these parameters 
lead to smaller well capacities. These dependences dre included 
in the figures described above; for example, in Figure D-43 the 
fraction of the contaminant plume in LD1, that is captured by the 
well, shows o maximum that is attributed to the effect of the 
groundwater velocity scaling factor on diminished well capacity.) 

Changes in well demand (dictated by the size of the critical 
group) also affect the fraction of contaminants captured by the 
well. This relationship is shown in Figure D-47. When the cri- 
tical group consists of a single individual, the well demand is 
about 460 m3/a, and approximately 0.11 of the contaminant plume 
moving up fracture zone LD1 is captured by the well. When there 
are 23 persons in the household of the critical group, the 
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FIGURE D-45: Effect of the Depth of the Well on Contaminant Capture by the 
Well 

The curve shows the effect of the depth of the well on the estimated fraction of the contaminant 
plume moving upwards in fracture zone LD1 that is then captured by the well (all other parameters 
are fixed at their median values). Wells less than 7.4 m deep (in the median-value simulation) do not 
intersect LD1 and do not draw contaminated groundwater from LD1. The maximum plume capture 
fraction occurs near a depth of the well of about 50 rn and decreases slightly for greater depths 
because there is more opportunity for contaminants to by-pass deeper wells. The depth of the well is 
varied over its range of possible values; the symbol in the curve locates its median value. 

well demand is near well capacity, and the plume capture fraction 
reaches a maximum value of 0.94. For a larger-sized critical 
group, the capture fraction is smaller because the well supplies 
only domestic water. For example, when there are 24 persons in 
household of the critical group, well demand is reduced to 
3600 m3/a; the plume capture fraction, to 0.57. 
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FIGURE D-46: Dcpcndcnce of Well Demand on the Size of the Critical Group 

12x10 3- 

Well demand refers to the volume of water withdrawn from the well and used by the critical group for 
domestic and irrigation purposes. The curve shows the effect of the number of persons making up 
the household of the critical group (size of the critical group) on estimated well demand when all 
other parameters are fixed at their median values. Well demand generally increases with the size of 
the critical group, but there is a break in the curve, between 23 and 24 persons, because water 
demand exceeds the well capacity to supply water (shown as a horizontal line at 10 400 m3/a). For 
24 or more persons, well water is used only for domestic purposes, thus well demand is reduced. 
The number of persons in the critical group is varied from 1 to 36; the symbol in the curve locates the 
value used in the median-value simulation. 

- 

The groundwater velocity scaling factor is used to increase or decrease 
groundwater velocities In all segments uf  L h e  yeuspllere and is designed to 
reflect uncertafnty in our knowledge of the groundwater flow system at the 
WRA (information from this area is used to construct the geosphere model). 
It is a multiplicative factor, with a median value of unity. The 

Well Capacity (for the median-value slmuiatlon) 



FIGURE D-47: Effect of the Size of thc Critical Group on Contaminant 
Capture by the Well 
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The number of persons making up the household of the critical group (or size of the critical group) 
affects well demand, and thus the fraction of contaminants moving up fracture zone LD1 that is then 
captured by the well. The curve illustrates this relationship, where the number of persons is varied 
from 1 to 36; the symbol in the curve locates the value used in the median-value simulation. In 
general, the fraction captured increases with well demand, which follows the size of the critical group. 
The break in the curve between 23 and 24 persons reflects the change in well demand (Figure D-46). 
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corresponding groundwater velocities in the median-value simulat.ion then 
correspond to best estimates of groundwater movement for the c o n c e p t ~ l a l  
hydrogeological model of the WRA. Permissible values of the groundwater 
velocity scaling factor range from 0.1 to 10, so that in any randomly 
sampled simulation the groundwater velocity in a segment is with.in 1 order 
ot magnitude above or below its median velocity. 

- 

The discussion in the previous section suggests that the performance mea- 
sure of the geosphere model is affected by the groundwater velocity scaling 
factor, which controls the amounts of contaminated and uncontaminated water 
that reach the well. Changes to the groundwater velocity scaling factor 
affect 
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- The drawdown of hydraulic heads caused by the well that influence 
groundwater flow velocities toward the well; 

- The capture of contaminants by a well that is sufficiently deep 
to intersect fracture zone LD1 (Figure D-43); 

- The release of contaminants from the vault through changes to the 
mass transfer coefficients (Section D.6.4); and 

- The convective transport in moving groundwater of contaminants in 
all segments, including those within the waste exclusion distance 
(about 50 m of sparsely fractured rock between any vault room 
containing waste and fracture zone L D 1 ) .  

For times up to lo5 a, the two important discharge areas from the geosphere 
are the well and the South part of Boggy Creek (Sect-ion D.3). Figure D-48 
shows the overall effect of the groundwater velocity scaling factor on 
total discharge of 12'1 from the geosphere (at both the well and Boggy 
Creek South), whereas Figure D-49 shows the fraction of the total discharge 
that reaches the well. In general, total discharges of 12'1 increase as a 
function of the groundwater velocity scaling factor, reflecting the 
increased convective transport of contaminants in the geosphere. However, 
the proportion discharged through the well decreases, showing a trend that 
is similar to the dependence on the groundwater velocity scaling factor of 
the fraction of the contaminant plume in LD1 captured by the well (compare 
Figures D-43 and D-49). The median value of the groundwater velocity 
scaling factor is 1.0, thus in the median-value simulation, about 30% of 
the total discharge of 12'1 is to the well, and the remaining 70% is to 
Boggy Creek South. 

Similar results are also observed for 14c, except that the relatively short 
half -life of 14c is an important factor. For example, discharges to Boggy 
Creek South involve additional delays during transport Lhr.uuyh the upper 
rock zone and overburden, and these delays are long enough so that radio- 
active decay significantly reduces 14c discharge. 

Figure D-50 shows the effect of the groundwater velocity scaling factor on 
the maximum ADE to lo4 a. Although it is not shown in previous plots, the 
maximum ADE up to lo4 a is almost entirely the result of discharges to 
the well. At this time, the 14c and released from the vault are just 
beginning to be released from the geosphere for the median-value simula- 
tion. For values of the scaling factor smaller than about 4, contaminant 
transport is slow enough so that estimated releases from the geosphere and 
the ADEs are insignificant. Estimated releases and ADEs at lo4 a become 
more important for values of the scaling factor larger than 4. 

In general, estimated releases from the geosphere and the ADEs tend to 
increase at lo4 a as the groundwater velocity scaling factor increases. 

This trend changes somewhat at lo5 a. Figure D-51 shows the effect of the 
groundwater velocity scaling factor on the maximum ADE to lo5 a (12'1 domi- 
nates the ADE up to this time). The curve is similar to that in 
Figure D-50 for large values of the scaling factor, but it displays a 
minimum and maximum near values of 0.24 and 2.4. An explanation of these 
results can be attributed to the effects discussed in previous figures: 
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FIGURE D-18: Effect of thc Groundwater Velocity Scaling Factor on 
Discharge of from the Geosphere 

The curve shows the estimated total amount of 1291 released from the geosphere, up to 1 o5 a, as a 
function of the groundwater velocity scaling factor (a dimensionless parameter) and when all other 
parameters are fixed at their median value. Over this time-scale, the contaminants are discharged 
only to the well and to Boggy Creek South. The groundwater velocity scaling factor is varied 
throughout the range defined by its PDF; the symbol in the curve locates its median value. 

- For values of the groundwater velocity scaling factor above about 
2.4, the fraction of total discharge to t-he w e l l  is relatively 
unchanged (Figure D-49), but the total discharge of 12'1 shows a 
monotonic increase (Figure D-48). Therefore, the net discharge 
of 12'1 to the well would also increase as the scaling factor 
increases beyond a value of 2.4. In the next section, it is 
noted that ADEs are greater for biosphere pathways involving the 
well than for pathways involving Boggy Creek South. Thus the 
maximum ADE also shows a monotonic increase (Figure D-51) related 
to the increased discharges of 1 2 9 ~  to the well. 
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FIGURE D-49: Effect of the Groundwater Velocity Scaling Factor on 12'1 
Discharged to the Well 

The vertical axis is the fraction of 1291 discharged to the well or the estimated amount of 1291 
discharged to the well divided by the estimated amount of 1251 discharged to the well and to Boggy 
Creek South), for times up to 1 o5 a. The curve shows this fraction plotted as a function of the 
groundwater velocity scaling factor (a dimensionless parameter) and when all other parameters are 
fixed at their median value. Although the total discharge of '*'I increases as a function of the 
groundwater velocity scaling factor (Figure D-48), smaller fractions of the contaminant plume in LDI 
are captured by the well (compare with Figure D-43). 

- For values of the groundwater velocity scaling factor less than 
2.4, the total discharge of is relatively small and unchang- 
ing (Figure D-48). However, greater fractions of this total 
discharge are capturea by the well as the scallng factor Is 
decreased from about 2.4 to 0.24. Therefore, the net discharge 
of 12'1 to the well would also show an increase as the scalfng 
factor i s  d e c r e a s e d  over t h e  s a m e  range. Thus, a s  h e f o r e ,  t h e  
ADEs tend to increase as the groundwater velocity scaling factor 
is decreased from values near 2.4 to values near 0.24. 



FIGURE D - 5 0 :  E f f e c t  uf Lhe G r . u u r ~ d w a t e r  Velocity scaling Factor on Maximum 
Annual Dose to 104 a 
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The curve shows the maximum annual dose estimate (ADE) to 1 o4 a as a function of the ground- 
water velocity scaling factor when all other parameters are fixed at their median value. Delays in the 
release and trans ort of contaminants are such that only 1291 and 4~ are beginning to be B discharged at 10 a. Increases in the scaling factor correspond to decreases in delays resulting from 
transport in the geosphere, thus their rates of discharge (and the maximum ADE) increase. The 
groundwater velocity scaling factor (a dimensionless parameter) is varied throughout the range 
defined by its PDF; the symbol in the curve locates its median value at 1 .O. 

- 

- Finally, as the groundwater velocity scaling factor is decreased 
below about 0.24, the fraction of the contaminant plume in LD1 
captured by the well decreases (Figure D-43) in response to 
decreased well demand (the discussion in Section D.7.2 points out 
that when the scaling factor is less than 0.24, well demand must 
be reduced by drawing irrigation water from the lake, so that 
well demand would not exceed well capacity). Thus the ADE shows 
a parallel decrease. 

- 

- - 

- - 
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FIGURE D-51: Effect of the Groundwater Velocity Scaling Factor on Maximum 
Annual Dose to lo5 a 

Comments are as for Figure D-50, except that the maximum annual dose estimates are up to 1 o5 a. 
The curve is more complex than that in Figure D-50 because of the effects of the groundwater 
velocity scaling factor on contaminant capture by the well and the well capacity (see text). 

D.7.4 EFFECTS OF THE DEPTH OF THE WELL 

The well is located such that it would intersect the centre line of the 
plume of contaminants that has been released from thc vault and that is 
moving up fracture zone LD1. This centre line is not above the centre of 
the vault but skewed to the southwest corner because of the influence of 
the groundwater flow fields. The width of the contaminants plume is about 
2000 m at the vault horizon, narrowing to about 1300 m at a depth of about 
300 m. In the median-value simulation, the depth of the well is 37 m. 

As noted previously, the depth of the well is one of three parameters that 
control the amounts of contaminated and uncontaminated water that reach the 
well. Changes to the depth of the well affect 



- Whether the well is deep enough to intersect fracture zone LD1. 
we assume that wells with a depth greater than 7.4 m (in the 
median-value simulation) intercept LD1 and capture contaminated 
groundwater. Wells that are less deep capture only surface 
water, which is assumed to have the same concentrations of 
contaminants as does lake water. 

- The relative proportions of uncontaminated surface water and 
contaminated deep groundwater drawn into the well (Figure D-44). 
Deeper wells tend to capture less surface water and more deep 
groundwater, thus providing less dilution of contaminants. 

The results in Table 6-3 of the main text suggest that the depth of the 
well is an exceptionally important parameter for both 14c and 129~. How- 
ever, the subsequent discussion in Section 6.3.3.3 shows its exceptional 
importance is actually an artifact of the full-range variation sludies: the 
use of the smallest and largest well depths is similar to the use of the 
lake or a bedrock well respectively, as the source of domestic water (and 
thus the results are similar to those obtained for t-he switch that selerts 
the source of domestic water). 

In fact, the depth of the well is an important parameter, although not 
nearly as important as indicated in Table 6-3. To isolate the efyfects of 
the depth of the well, we limit the following analysis to a consi-deration 
of bedrock wells only. Thus the depth of the well is varied from 7.4 to 
200 m. 

Figures D-52 and D-53 illustrate the overall effect of the depth of the 
bedrock well, for times up t.o l o 5  a, on the total estimated discharges of 
12'1 to the well and the maximum ADE. Both figures show a pattern similar 
to that for the fraction of the plume in LD1 captured by the well. 
(Figure D-45). The curves in both figures start at 7.4 m, the minimum 
possible depth of bedrock wells in the median-value simulation. 

Inspection of Figures D-52 and D-53 shows that the total estimated dis- 
char yes arld Lhe rridxi~r~urn ADE are attenuated for depths of the well less than 
50 m. This variation is due to the effect of reduced plume capture and 
dilution of by surface water captured by the well, which becomes more 
important for wells less than about 50 m deep (Figure D-44). The maximum 
ADE is also slightly attenuated for depths of the well greater th.an about 
50 m because of slight decreases in the fraction of the plume captured by 
the well. 

Similar results are observed for 14c except that the maximum ADE from 14c 
shows a slight increase for depths of the well greater than 50 m. This 
effect occurs because there is less delay in transport of contaminants 
through the geosphere for deeper wells. For 14c, which has a relatively 
shorthalf-life, the effects of shorter delays (and lesser losses due to 
decay) orit-weigh the effects of slight decreases in the fraction of the 
plume captured by the well. 
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FIGURE D-52: Ettect of the Depth of the Bedrock well on 12'1 Discharged to 
the Well 

The vertical axis is the quantity of 1291 discharged to the well for times up to 1 o5 a. The curve shows 
this quantity as a function of the depth of the well when all other parameters are fixed at their median 
value. The depth of the well is varied over its range of possible values; the symbol in the curve 
locates its median value of 37 m. The curve starts at a well depth of 7.4 m, which is the minimum 
depth of a bedrock well in the median-value simulation. 

The critical group consists of that group of individuals expected to be 
most exposed to contaminants from the reference disposal system. The cri- 
tical group is assumed to be a sequence of self-sufficient rural households 
that lives its entire life at and obtains all its food, clothing, home 
furnishings, heating fuel and building materials from the area near the 
hypothetical disposal vault. The critfcal group also meets all its water 
requirements from local sources. 
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FIGURE D-53: Effect of the Depth of the Bedrock Well on the Maximum Esti- 
mated Annual Dose 

The vertical axis is the maximum estimated annual dose up to 1 o5 a. The curve shows this dose as 
a function of the depth of the well when all other parameters are fixed at their median value. The 
depth of the well is varied over its range of possible values; the symbol in the curve locates its 
median value of 37 m. The curve starts at a well depth of 7.4 m, which is the minimum depth of a 
bedrock well in the median-value simulation. 

Changes to the size of the critical group affect the volume of water 
r e q l l i r e d  from the well, or well demand, to satisfy domcstic and irrigation 
purposes (Figure D-46). Changes to well demand, subsequently, affect the 
capture of contaminants by a well that is sufficiently deep to intersect 
fracture zone LD1 (Figure D-47). 

Figure D-54 illustrates the overall effect of the size of the critical 
group, for times up to 1 0 5  a, on the maximum ADE (similar results are also 
observed for  doses from or I 4 c ) .  The figure shows a break between 23 
and 24 persons in the household of the critical group, resulting from 
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FIGURE D-54: Effect of Size of the Critical Group on the Maximum Estimated 
Annual Dose 

The curve shows the maximum estimated annual dose up to 105 a as a function of the number of 
persons making up the household of the critical group (size of the critical group) and when all other 
parameters are fixed at their median value. The size of the critical group is varied from 1 to 36 
persons; the symbol in the curve locates its median value of 3 persons. The complex nature of the 
curve is attributed to the combined effects of well capacity, well demand and fraction of captured 
by the well. 

c h a r ~ y e s  in well demand (Figure D-4G) and plume capture fraction 
(Figure D-47) that occur when well demand is reduced by drawing irrigation 
water from the lake so that well demand does not exceed well capacity. 

The curve for the maximum ADE also shows a maximum at three persons and a 
general reduction as the number of persons in the household of the critical 
group increases. Both of these features are related to pathways in the 
biosphere model that are most important to radiation doses. In the median- 
value simulations, radiation doses are principally from pathways that 
involve well water (Sectfon D.4): 



- ingestion of 1 2 9 ~  in vegetables that were irrigated with water 
from the well, and 

- ingestion of 12'1 in drinking water from the well. 

For both of these pathways, the ADEs would increase as corlcerltrativrls of 
1 2 9 ~  in well water increase. 

In the median-value simulation, an increase in the size of the critical 
group leads to greater well demands (Figure D-46) and to greater capture by 
the well of 1 2 9 ~  moving upwards in LD1 (Figure D-47). However, the 
increases are not proportional. From Figures D-46 and D-47, as the size of 
the critical group doubles from 5 to 10 

- the well demand increases by a factor of about 2, but 

the fraction of 1 2 9 ~  captured only increases by a factor of about 
1.5. 

In addition, other results show that the well demand is met with increasing 
proportions of diluting surface water. For example, doubling the size of 
the critical group from 5 to 10 persons increases the volume of surface 
water by a factor of about 5. 

Thus concentrations of 12'1 in well water actually decrease as the number of 
persons in the household of the crltlcal group increases from 5 to 10 per- 
sons. This observation is illustrated in Figure D-55, which shows the maxi- 
mum estimated concentration of 12'1 in well water as a function of the size 
of the critical group. The maximum ADE (Figure D-54) shows a pa~rallel 
decrease as the size .of the critical group increases beyond about 3 persons. 
A similar effect was described by Reid et al. (1989). 

The maximum in Figure D-54 occurs at three persons and, again, i.s attributed 
to estimated concentrations of 12'1 in well water. ( A  plot of the maximum 
ADE from 1 2 9 ~  shows a maximum at three persons and, because 12'1 dominates 
dose, Figure 13-54 shows a maximum for the same number of people. A similar 
plot for 14c shows a maximum at four persons, caused by the complicating 
effects of its relatively short half-life.) Inspection of Figures D-46 and 
D-47 show that, as the size of the critical group decreases from 3 to 1 
persons, the fraction of contaminants captured by the well shows a greater 
roportional decrease than does the well demand; thus the concentration of 
e 2 9 ~  also decreases . This decrease is evident in Figure D-55. 

In the median-value simulation, the values of key parameters (affecting 
well demand, volume of surface water captured by the well and total amount 
of captured by the well) are such that concentrations in the well 
water and the maximum ADE reach a maximum when the size of the household of 
the critical group consists of three persons. 

D.7.6 EFFECTS OF TORTUOSITY OF THE LOWER ROCK ZONE 

Variations in the tortuosity of the lower rock zone have a large effect on 
both the maximum ADE to lo5 a (Table 6-2 in the main text) and the geo- 
sphere performance measures (Table 11-13). The geosphere model describes 
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FIGURE D-55; Effect of Size of the Critical Group on Concentrations 
in the Well 

The vertical axis is the maximum, up to lo5 a, of the estimated concentration of 1291 in well water. 
The estimated concentrations are shown as a function of the number of persons making up the 
household of the critical group (size of the critical group) when all other parameters are fixed at their 
median value. The size of the critical group is varied from 1 to 36 persons; the symbol in the curve 
locates its median value of 3 persons. Note the similarity with the curve in Figure D-54. 

movement of contaminants by transport in moving groundwater (advection) and 
by diffusion. Diffusion is affected by the tortuosity of the medium, which 
is a measure of the increase in transport pathway caused by the tortuous 
nature of the water-filled spaces that contaminants follow during their 
movement. Delays in diffusive transport are (approximately) inversely 
proportional to the square of the tortuosity. 

The effect of tortuosity is most significant in the lower rock zone fmmedf- 
ately surrounding the vault (which includes rock within the waste exclusion 
distance). In this zone, groundwater velocities are small and contaminant 



transport is controlled by diffusion. (In other zones of the geosphere, 
groundwater velocities are much larger, and convective transport is more 
important.) Because diffusion is a relatively slow transport process and 
because the lower rock zone barrier is relatively large (the waste exclu- 
sion distance is about 50 m), the lower rock zone resents a major barrier 
to the transport of mobile contaminants, such as '''1 and 14c. 

Figure D-56 shows the effect of tortuosity on the total release of 12'1 
from the geosphere in lo5 a. The maximum release occurs, as expected, for 
the minimum value of the tortuosity. This pattern also appears in 
Fi ure D-57, which shows the effect of tortuosity on the maximurn ADE to !! 10 a. Similar results are also observed for 14c, except that the curves 
drop more quickly as tortuosity increases, bccausc radioactive decay of 14c 
is more significant. 

D.7.7 EFFECTS OF THE FREE-WATER DIFFUSION COEFFICIENT FOR IODINE 

The free-water diffusion coefficient assigned to an element affects its 
rate of transport by diffusion in water, which is the process that domi- 
nates contaminant movement in the lower rock zone (including the rock 
within the waste exclusion distance). 

The free-water diffusion coefficients for iodine and carbon were both iden- 
tified as important parameters; the former is particularly impoi?tant because 
12'1 is the largest contributor to the ADE up to lo5 a. Figure D-58 shows 
the effect of the free-water diffusion coefficient for iodine on its 
releases from the geosphere in lo5 a (similar results are observed for 14c). 
The maximum release occurs, as expected, for the maximum value of the dif- 
fusion coefficient; a similar pattern also occurs in Figure D-59, which 
shows its ettect on the maximum ADE to lo5 a. 

D.7.8 EFFECTS OF THE THICKNESS OF THE OVERBURDEN 

As noted earlier, about 30% of the total discharge of 12'1 is to the well, 
and the remaining 70% is to Boggy Creek South. If contaminants are dis- 
charged to Boqqy Creek South instead of the well, they must pass through 
additional barriers before reaching the biosphere: the upper rock zone, a 
layer of overburden, and a layer of compacted lake sediment. The results in 
Table D-13 show that the thickness of the overburden has a small. effect on 
the performance of the geosphere. (Note that the relative importance of the 
thickness of the overburden and related parameters, such as the thicknesses 
of the upper rock zone and lake sediment would increase for simulations that 
do not involve the well.) Both 12'1 and 14c are slightly sorbed onto 
minerals in overburden. 

Fiqure D-60 shows the effects of changing the thickness of the overburden on 
the total estimated releases of from the geosphere, up to lo5 a. 
Releases decrease as thickness of the overburden increases becau.se of the 
additional delays in transport. Similar results are obtained for 14c, 
except that releases are somewhat more attenuated as the thickness increases 
because of the relatively shorter half -life of l 4 e .  
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FIGURE D-56: Effect of Tortuosity un L l l e  Release of from the Geospherc 

The curve shows the estimated amount of 1291 released from the geosphere in 1 o5 a as a function of 
the tortuosity of the lower rock zone when all other parameters are fixed at their median value. 
Tortuosity (a dimensionless parameter) is a measure of the tortuous pathway that contaminants follow 
during their movement by diffusion: larger values of tortuosity correspond to effectively longer 
pathways and, therefore, longer delays in contaminant transport. The tortuosity is varied throughout 
the range defined by its PDF; the symbol in the curve locates its median value. 

D.8 SENSITIVITY ANALYSIS OF THE BIOSPHERE MODEL 

D. 8.1 IMPORTANT PARAMETERS OF THE BIOSPHERE MODEL 

One of the more important observations from the sensitivity analysis ot the 
median-value simulation is that only two nuclides contribute si nificantly 
to maximum annual dose estimate (ADE) up to 1.0~ a. They are 12'1 and 14c, 
with clearly dominating radiation doses at all tirncs and for all com- 
binations of parameter values. For this reason, sensitivity analysis of 
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FIGURE D-57: Effect of Tortuosity on the Maximum Estimated Annual Dose 

Comments are as for the previous figure, except that the vertical axis shows the maximum estimated 
annual dose up to 1 o5 a. 

the biosphere model in the median-value simulation is focussed on these two 
nuclides. The results presented here are similar to those from the analy- 
sis of the biosphere model on its own (Davis et al. 1993). (Some results 
are not identical because our analysis deals with the total system model 
and includes the influence of the vault and geosphere models.) 

The screening of parameters and features of the system model identified 
four important parameters used in the biosphere model (Table 6-2 in the 
main text): 

- the plant/soil concentration ratio for iodine (a parameter 
describing the relationship between iodine concentrations in 
plants and in the soil on which they grow); 
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FIGURE D-58: Effect of the Free-Water Diffusion Coefficient for Iodine on 
Release from the Geosphere 

The curve shows the estimated amount of 1291 released from the geosphere in lo5 a as a function of 
the free-water diffusion coefficient for iodine when all other parameters are fixed at their median 
value. Iodine-1 29 releases are strongly affected by its rate of diffusive transport through the lower 
rock zone; lower diffusion coefficients correspond to lower rates of transport. The diffusion coefficient 
is varied throughout the range defined by its PDF; the symbol in the curve locates its median value. 

- the iodine gaseous evasion rate (the rate constant describing the 
loss of iodine from soil by degassing); 

- the carbon gaseous evasion rate (the rate constant describing the 
loss of carbon from soil by degassing); and 

- the plant/soil concentration ratio for carbon. 

These parameters are important in the median-value simulation in the sense 
that small variations of their values near their median values result in 
relatively significant changes to the maximum ADEs from '*c or for 
times up to l o 5  a. 
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FIGURE D-59: Effect of the Free-Water Diffusion Coefficient for Iodine on 
the Maximum Estimated Annual Dose 

Comments are as for the previous figure, except that the vertical axis shows the maximum estimated 
annual dose up to 1 o5 a. 

For variation of all sampled parameters (including the switch parameters) 
over their entire range of possible values, seven additional biosphere 
parameters are identified as important (Tables 6-3 and 6-4 in the main 
text). They are 

- the aquatic mass loading coefficient for iodine (a parameter used 
to quantify the degassing of from the lake) ; 

- the iodine plant environmental half-life (or residence time of 
iodine on plants); 

- the number of persons in the critical group; 
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F I G U R E  D - 6 0 :  E f f e c t  o f  t h e  T h i c k n e s s  o f  t h e  Overburden on T o t a l  R e l e a s e  o f  
f rom t h e  Geosphere  

The curve shows the total estimated amount of released from the geosphere in 1 o5 a as a 
function of the thickness of the overburden, which lies between the rock of the pluton and the 
surface. Increased thickness of the overburden results in greater delays in contaminant transport 
and smaller releases. Note that the overburden only affects discharges to Boggy Creek and the 
Pinawa Channel, and not discharges through the well. The thickness of the overburden is varied 
throughout the range defined by its PDF; the symbol in the curve locates its median value. 

- t h e  s w i t c h  t h a t  selects l a k e  w a t e r  o r  w e l l  w a t e r  a s  t h e  s o u r c e  o f  
d o m e s t i c  w a t e r  ( a n d ,  p o s s i b l y ,  i r r i g a t i o n  w a t e r )  used b y  t h e  
c r i t i c a l  g roup ;  

- t h e  s w i t c h  t h a t  selects w h e t h e r  t h e  g a r d e n  i s  i r r i g a t e d ;  

- the  switch tha t  selects  the type of soil i n  the g a r d e n ,  forage 
f i e l d ,  wood lo t  and p e a t  bog; and 

- t h e  s w i t c h  t h a t  selects f r e s h  l a k e  s e d i m e n t  a s  t h e  s o i l  i n  t h e  
g a r d e n ,  f o r a g e  f i e l d ,  wood lo t  and p e a t  b o g .  



A separate fractional factorial screening study was conducted on the bio- 
sphere model alone, examining the effects of system parameters on a measure 
of the performance of the biosphere. The biosphere performance measure for 
12'1 is defined as a ratio of integrals for times up to lo5 a: the integral 
of the ADE from is divided by the total amount of 12'1 that enters the 
biosphere. The performance measure represents the effectiveness of the 
biosphere in delaying transport of and attenuating impacts from 12'1: a 
greater value implies that the biosphere is less effective. Its units are 
Sv/mol . A similar performance measure is defined for 14c. 

This auxiliary screening identified as important the 11 parameters listed 
above and eight additional parameters: 

- the plant-to-milk transfer coefficient for iodine; 

- the fraction of human food energy derived from meat, 

- the plant-to-poultry product transfer coefficient for iodine, 

- the plant-to-mammalian meat transfer coefficient for iodine, 

the water-to-fish transfer coefficient for carbon, 

- the plant-to-mammalian meat transfer coefficient for carbon, 

- the plant-to-milk transfer coefficient for carbon, and 

- the plant-to-poultry product transfer coefficient for carbon 

Table D-14 summarizes the dependence of the performance measure of the 
biosphere model on the 19 important parameters listed above. T.he relative 
effect of each parameter is shown by comparing the ratios in the table; for 
example, 

- As was the case for the analysis of the vault and geosphere 
models, the relative importance of a parameter depends on whether 
the response examined is the maximum ADE (Tables 6-2 and 6-3 in 
the main text) or the biosphere performance measures 
(Table D-14). 

The source of domestic water has a strong effect on the perfor- 
mance measures for both 14c and 12'1. As shown below, removing 
the well as  a source uf drinking water will decrease the maximum 
ADEs about 2 orders of magnitude. 

The type of soil in the fields used by the critical g:roup also 
has a strong effect on both performance measures; whether or not 
the garden is irrigated has a smaller effect. 

Two parameters have a strong effect on the biosphere performance 
measure for 12'1 only. They are the plant/soil concentration 
ratio for iodine and the gaseous evasion rate of iodine from 
soil. Similarly, the corresponding parameters for 14(: strongly 
affect only the 14c performance measure. 
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Parameter 

Ratios of Performance 
Measure for 

12gI 14c 

Plant/soil concentration ratio for iodine 110 1.0 
Source of domestic water 9 6 120 
Soil type 2 0 5.8 
Iodine gaseous evasion rate from soil 4.3 1.0 
Irrigation of the garden 3.2 2.1 
Number of persons per household 2.5 5.0 
Iodine plant environmental half-life 2.0 1.0 
Plant to milk transfer coefficient for iodine 1.6 1.0 
Aquatic mass loading coefficient for iodine 1.5 1.0 
Fraction of human food energy derived from meat 1.4 1.1 
Plant-to-poultry product coefficient for iodine 1.3 1.0 
Plant-to-mammalian meat coefficient for iodine 1.2 1.0 
Fresh lake sediment used as soil 1.1 7 0 
Carbon gaseous evasion rate from soil 1.0 5 3 
Plant/soil concentration ratio for carbon 1.0 9.4 
Water to fish transfer coefficient for carbon 1.0 2.8 
Plant-to-mammalian meat coefficient for carbon 1.0 2.4 
Plant-to-milk transfer coefficient for carbon 1.0 1.7 
Plant-to-poultry product coefficient for carbon 1.0 1.5 

* 
The parameters listed are those that have the greatest effect on measures of the 
performance of the biosphere. The performance measure for 1291 is defined as a ratio of 
two integrals calculated to 1 o5 a: the integral of the estimated annual dose from 1291 divided 
by the integral giving the estimated amount of 2 9 ~  released from the geosphere. An 
equivalent performance measure is defined for 14c. The two columns show ratios of the 
largest-to-smallest performance measures for 4~ and 291 thaiare calculated when each 
parameter is separately varied over its range of possible values and when all other 
parameters are fixed at their median values. A large ratio indicates that the parameter has a 
strong effect; a ratio of unity indicates that the parameter has no effect. 

** 
For most parameters, the values actually used correspond to the 0.0, 0.02, 0.05, 0.1, 0.2, 
0.3, 0.4, 0.51, 0.6, 0.7, 0.8, 0.9, 0.95, 0.98 and 1.0 quantiles. For some parameters, the 0.0 
and 1.0 quantiles were excluded because their PDF are unbounded (as for "gaseous evasion 
rate from soil for iodine" and "plantlsoil concentration ratio for iodine"). For "number of 
persons per householdtt (of the critical group), values used ranged from 1 to 36. 



- Fresh lake sediment used as soil has a strong effect on the 
performance measure for 14c but little effect for 12'1. 

These observations are consistent with the results of the median-value 
simulation, discussed in Section D.4. For 12'1, the major pathways in the 
biosphere leading to the largest radiation doses, in decreasing order of 
importance to the maximum ADE to l o 5  a, are human consumption of 

- plants contaminated through their roots and throuqh their leaves 
by well water used to irrigate the garden, 

contaminated well water itself and 

- milk and poultry products contaminated via well water given to 
the animals to drink. 

The same pathways are important for 14c, with the addition of meat consurnp- 
tion (principally contaminated by well water used as the source of drinking 
water for the animals) and fish caught in the lake. 

In the following discussion, nine of the most important biosphere para- 
meters listed above are discussed in two general groups. The first group, 
entitled "water and land use parameters", contains 

- the switch selecting the source of domestic water (well or lake), 

- the number of persons per household (of the critical group), 

- the switch selecting whether the sarden is irrigated, 

- the switch selecting soil type, and 

- the switch selecting use of fresh lake sediment as soil. 

The second group is entitled "12'1 and 14c ingestion parameters", and 
contains 

- the plant/soil concentration ratio for iodine, 

- the iodine gaseous evasion rate from soil, 

- the carbon gaseous evasion rate from soil, and 

- the plant/soil concentration ratio for carbon. 

The remaining 10 important biosphere parameters are not discussed further. 
They have a small effect on biosphere performance measures, and the reasons 
for the effects are relatively straightforward because they play a simple 
role in the biosphere model. For example, six describe the transfer nf 14c 
and 12'1 from plants to milk, to mammalian meat and to poultry; all have a 
maximum effect of about 2.8, and they all behave similarly: greater values 
correspond to more contamination of food wfth 12'1 or 14c and, therefore, 
larger estimates ot annual dose. 



Water and land-use parameters involve the size of the critical group and 
the switches that select their source of domestic water, the type of soil 
in their fields, whether they irrigate their garden and whether they use 
fresh lake sediment in their fields. 

Table D-15 illustrates the effect of different options involving three of 
the four switches. The results show that 

For 12'1, the ADE up to lo5 a is greatest when the well is used 
for drinking water and for irriqation of the garden. This option 
corresponds to the conditions selected for the median-value 
simulation. 

For 14cI the greatest effect is observed when the well is the 
source of drinking water, the garden is not irrigated and lake 
sediment is used as soil. This option also leads to a slightly 
lower maximum ADE from thc combination of 12'1 and 14c compared 
with the median-value simulation, principally because 12'1 domi- 
nates the ADEs. 

- Use of the lake instead of the well as the source of water 
reduces the maximum ADEs from both 12'1 and 14c by a factor of 
about 100. 

- The maximum ADEs are somewhat smaller if the well is used only 
for drinking water compared with the option where it is used for 
both drinking and irrigation water. 

For 12'1, the time of the maximum ADE is lo5 a for all options, 
reflecting the release of 12'1 from the geosphere. (This time of 
maximum equals the end of the time period simulated in the 
median-value simulation; a global maximum would occur after about 
106 a. ) 

For 14c, the times of the maximum ADE are near 6 x lo4 a, largely 
paralleling releases from the geosphere that are strongly 
affected by radioactive decay (Section D.3). There are two 
reasons for the small differences in times of maxima between the 
options. The first reason is because of differences in transport 
paths in the geosphere: discharges at Boggy Creek South include 
additional delays in transport through the overburden and upper 
rock zone, and thus the time of maximum in option 2 of Table D-15 
is slightly later than the time of maximum of option 1. The 
second reason is because of possible differences in time required 
for 14c to reach maximum concentrations in well water and in 
garden soil. In the median-value simulation (or option 1 of 
Table D-15), well water and garden soil both reach maximum 
concentrations in 5.6 x lo4 a (Section D.4), as do the resulting 
ADEs. In option 3 of the table, well water concentrations also 
reach a maximum at 5.6 x lo4 a, but the buildup of 14c in garden 
soil (from air deposition of 14c released from the lake by 
gaseous evasion) occurs slightly later, such that the time of the 
maximum ADE is 5.8 x lo4 a. 



TABLE D-15 

IMPORTANCE OF WATER AND LAND-USE SWITCHES IN THE BIOSPHERE MODEL* 

Maximum Annual 
Dose Estimates Time of 
(Sv/a) from: ~aximum* far 

Option and Description 12gI 14C 14c (a) 

I. Well used for drinking water 
and for irrigation of garden 4.3 x 3.8 x 1 0 - l ~  5.6 x lo4 

2. Lake used for drinking water 
and for irrigation of garden 4.4 x lo-' 1.9 x lo-13 6.7 x lo4 

3 .  W e l l  u s e d  f o r  drinking w a t e r  
and garden not irrigated 1 . 4 x 1 0 - ~  1.3x10-" 5.8x104 

4. Well used for drinking water, 
garden not irrigated, and 
fresh sediment used as soil 3 . 9 x 1 0 - ~  1 . 9 x 1 0 - ~  6 . 6 x l o 4  

* 
The results show the effects of choosing different options for land and water use assumed to 
be available to the critical group when all other parameters are fixed at their median values. 
The presence or absence of the well dominates the dose variation in the model. If a well is 
present, 1291 and 14c doses are somewhat larger if the garden is irrigated. Locating a 
garden on fresh sediment leads to larger estimated doses than when the garden is on 
mature sandy soil, even if the soil is irrigated. 

* * 
For 1291, the maximum ADE occur at lo5 a in all cases. 

Figure n-61 shows the effect of varying the switch that selects the well or 
the lake as the source of domestic water. The effects of this parameter 
cannot be shown as in previous plots where parameter values are varied 
because the switch has only two values: one selects well water and the other 
selects lake water. To illustrate its effect, we have taken data from a set 
of simulations in which all parameter values are sampled from their 0.475 
and 0.525 quantiles. The figure confirms the importance of the well, and 
thus Its corresponding switch, as a source of water used by the critical 
group. 

This effect occurs for two reasons. The two important discharge locations 
within the lo5-year time period are to the well (if present) and to Boggy 
Creek South, and 
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FIGURE D-61: Importance of Water and Land-Use Switches on Maximum Annual 
Dose Estimates to l o 5  a 

The vertical axis is the maximum ADE for times up to 1 o5 a and uses a logarithmic scale. The 
horizontal axis is the maximum estimated release rate of from the qeosphere. The results are 
presented as a scatter plot; that is, each symbol represents one simulation and plots the maximum 
ADE from 12'1 against the corresponding maximum estimated transport of 12'1 from the geosphere. 
The results are taken from a set of simulations in which all sampled parameters have values near 
their median value (we used values corresponding to the 0.475 and 0.525 quantlles). 
The symbols identify the source of water used by the critical group for domestic and irrigation 
purposes: 

- "L" denotes the source of water is the lake; 
- "3" and "4" denote the source of water is the well, and the number of persons in 

the household of the critical group is three or four. 

It is clear that the maximum ADEs are greater when the source of water is the well. 



- Discharges to well water tend to lead more directly to members of 
the critical group than do discharges to Boggy Creek South. In 
particular, well water is directly consumed as drinking water by 
members of the critical group and may be used to irrigate their 
garden. 

- Contaminants discharged into well water undergo less dilution and 
delay in transport compared with discharges to Boggy Creek South. 
Discharges into Boggy Creek South lead to the lake and the bottom 
of the soil column. Contaminants entering the lake wi:L1 undergo 
substantial dilution, whereas contaminants entering the soil 
column are delayed before they reach plants that might be 
consumed. 

Figure D-61 also suggests that the maximum ADEs from well water tend to be 
slightly smallcr for simulations involving four persons in the household of 
the critical group, compared with three persons. The discussion in Sec- 
tion D.7.5 has shown that there is a small decrease in the maximum ADE as 
the size of the critical group increases from three to four persons (see 
Figure D-54). The small decrease arises because 12'1 concentrations are 
expected to decrease: the larger well demand is met with a proportionally 
greater capture of water than 12'1. These effects are discussed in more 
detail in Section D.7.5 and by Reid et al. (1989). 

Option 2 in Table D-15 shows that, if lake water is used for domestic 
poses and to irrigate the garden, the maximum ADEs from both 12'1 and 
are significantly reduced. This is because concentrations of 1 2 9 ~  and 14c 
are much lower in lake water than in well water, so that there is much less 
contamination of drinking water and garden produce. There is a greater 
reduction in the ADE doses from than from 12'1 because of thc? greater 
influence of radioactive decay of 14c during the transport of contaminants 
to ~oggy Creek South. 

Comparison of option 3 with option 1 shows the effect of irrigation of the 
garden: if the jarden is not irrigated (option 3), the maximum ADEs from 
both 1 2 9 ~  and C are reduced (and are mostly caused by drinking water fr.uni 
the well). This effect is due to changes in the food chain pathways of the 
critical group. In the median-value simulation, consumption of produce from 
the garden is an important element of the food chain. This pathway becomes 
much less important if irrigation is not practised because contamination of 
garden produce is largely caused by irrigation with well water. (The garden 
produce pathway is not entirely eliminated because garden soil is also 
contaminated by deposition of airborne contamination derived from the lake.) 

Option 4 in Table D-15 shows that the maximum ADE is substantially increased 
for 14c when fresh lake sediment is used as soil. The biusp1ler.e model 
assumes that fresh lake sediment is newly removed from the lake bed and is 
saturated with contaminated groundwater arising from the discharge at Boggy 
Creek South. The model also assumes that carbon degasses rapidly from soil. 
~lthough degassing of lake sediment would start once the sediment is exposed 
to air, this process is not included in the biosphere model. For the simu- 
lations studied here, estimated concentrations of 14c are, therefyore, much 
greater in sediment because degassfng is modelled for soil but not for sedi- 
ment. The net effect is larger estimates of maximum annual dose from 14c 



because the dominant food-chain pathway for 14c involves uptake through 
plant roots. This uptake is proportional to concentrations of 14c, which 
are much larger in fresh lake sediment than in mature soil (even if the 
mature soil is irrigated with well water). 

For 1291, the maximum ADE is slightly reduced when rresh lake sediment is 
used as soil. This effect occurs because the degassing of iodine from 
terrestrial soil is relatively small (about 0.5% of the gaseous evasion 
rate for carbon) and is compensated for by irrigation with well water. 
Thus for the simulations studied here, estimated concentrations of 12'1 in 
sediment (option 4) are slightly smaller than estimated concentrations in 
soil (option 1). It follows that the ADEs from 12'1 are also slightly 
smaller when fresh lake sediment is used as soil. 

The effect of the fourth switch, which selects soil type, is shown in 
Table D-16. The fields providing food (and wood and peat) for the critical 
group may all lie on one of four types of soil: sand, loam, clay or organic. 
(Or, as discussed above, the soil may be freshly exposed lake sediment whose 
characteristics are similar to organic soil.) The table shows that organic 
soil ives the largest ADEs for both 14c and 12'1. This occurs because 
both q4C and 12'1 more strongly sorb onto organic soil than other soils, and 
thus their concentrations are greatest in organic soil. The dominant food- 
chain pathway for 12'1 involves uptake through plant roots, and for 14c 
involves uptake through plant roots and respiration of C 0 2  Because uptake 
is proportional to concentration, the ADEs are greatest when the soil type 
is organic. 

There are four important parameters in this group. Two are specific to the 
behaviour of iodine in the biosphere, and two are specific to the behaviour 
of carbon in the biosphere. For both elements, the parameters describe 
their movement from soil to plants (the plant/soil concentration ratios) and 
their release from soil through degassing (the gaseous evasion rates from 
soil). We discuss below the effects of these two parameters for 12'1; 
similar effects hold for '*c. 

The plant/soil concentration ratio and gaseous evasion rates from soil for 
iodine are important in the median-value simulation because they affect the 
major pathway in the biosphere between the well and the plant food ingested 
by the critical group: consumption of plants contaminated through their 
roots by well water used to irrigate the garden. The gaseous evasion rates 
from soil affects the retention of 12'1 in soil that arrives in irrigation 
water, whereas the lant/soil concentration ratio affects the subsequent 
concentration of 12'1 in plants. 

The effects of these two parameters on the ADEs from 12'1 are as follows: 

- Increasing the lant/soil concentration ratio for iodine increases 
the ADE from 1 2 9 ~ .  Figure 0-62 shows the effect of changin this 
parameter on ADEs originating from the pathway involving 1 2 8 ~  
transfer from soil to plants to man. The figure shows that the 
ADEs from this pathway increase proportionally with the plant/soil 
concentration ratio. The proportional relationship arises because 



TABLE D-16 

1 

Maximum of the Annual Dose 
Estimate (Sv/a) Due to: 

Soil Type 12 9, 14c 

Sand 
Loam 
Clay 
Organic 

The results are from simulations in which all parameters are fixed at their median value, 
except for the switch selecting soil type. This switch takes on values that select the four soil 
types in turn (in the median-value simulation, the soil type selected is sand). 

larger ratios correspond to larger concentrations of 1 2 9 ~  in 
garden produce consumed by the critical group and, therefore, 
l d r y  er rad ia  Liuri duses . 

Increasin the iodine gaseous evasion rate for soil decreases the 
ADE from q291. Figure D-63 shows the effect of changing this 
parameter on ADES from 1291. For this parameter, greater values 
correspond to smaller amounts of 1 2 9 ~  that are retained in the 
soil. Thus lower concentrations of 1 2 9 ~  would be available in the 
soil to contaminate plants via their roots, leading to a smaller 
ADE from 1291. 

D.9 DETAILED DESCRIPTION OF THE ANALYSIS OF BARRIER EFFECTIVENESS 

D.9.1 DISCUSSION OF BARRIER PERFORMANCE MEASURES 

The analysis described in Section 6.4 in the main text examines the effec- 
tiveness of five engineered barriers: 

- the titanium container, waste matrices, buffer, backfilLl and pre- 
cipitation of technetium in the buffer; 

and three natural barriers: 

- the rock within the waste exclusion distance and two parts of 
fracture zone LD1. 
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FIGURE D-62: Effect of the Iodine Plant/Soil Concentration Ratio 

The vertical axis is the maximum, to lo5 a, of the ADE from 1291 from the pathway involving 1291 
transfer from soil to plants to humans (this ADE excludes all other pathways). The horizontal axis is 
the plantlsoil concentration ratio for iodine, a parameter describing the transfer of 1291 from soil to 
plants. (The units of this parameter are shown as dimensionless; more accurately, they are Bq/kg 
wet biomass/Bq/kg dry soil.) Note that both axes use a logarithmic scale to cover the large ranges of 
values. 
The planttsoil concentration ratio for iodine is varied over most of the range defined by its PDF (from 
the 0.05 to 0.95 quantiles), and the symbol in the curve locates its median value. All other 
parameters are fixed at their median value. Increasing the plant/soil concentration ratio corresponds 
to larger concentrations of in plants, and hence the ADE from this pathway increases. The 
discontinuity near the value of 0.05 is an artifact of the soil model (it uses two different mathematical 
algorithms, one on either side of the discontinuity, to calculate contamination buildup over different 
time-scales (Davis et al. 1993), and the algorithms do not match precisely). 
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FIGURE D-63: Effect of the Iodine Gaseous Evasion Rate from Soil 

The vertical axis is the maximum, to lo5  a, of the ADE from 1291 from the pathway involving 1291 
transfer from soil to plants to man. The curve shows how the maximum ADE changes as a function 
of the iodine gaseous evasion rate from soil when all other parameters are fixed at their median 
values. Note that both axes use a logarithmic scale to cover the large ranges of values. 
The gaseous evasion rate is varied over most of the range defined by its PDF (from the 0.05 to 0.95 
quantiles), and the symbol in the curve locates its median value. Increasing the iodine gaseous 
evasion rate corresponds to retaining smaller amounts of 1291 in soil, and thus the maximum ADE 
decreases. 

(We classify precipitation as an engineered barrier because it occurs in 
the butter and additives to the buffer could enhance precipitation. How- 
ever precipitation nay also be regarded as a natural barrier because it 
depends on the composition of groundwaters that enter the vault.) 

To quantify the effectiveness of the barriers, we calculate a barrier per- 
formance measure for each contaminant. This measure has a simple defini- 
tion : 

barrier performance measure = amount of contaminant exitins the barrier 
amount of contaminant entering the barrier. 



Although the definition is simple, its application is not entirely 
straightforward, and we provide more details here on how the calculations 
are performed. 

We follow a consistent mathematical method to calculate performance 
measures for each barrier: the method is equivalent to a "response" or 
Green's function approach for most barriers. That is, in most cases 

- We assume that one unit of an amount of a contaminant enters the 
barrier instantaneously at time equal to zero; and 

- We then calculate the total (integrated over time) amount that 
exits up to some tollowing period of time, such as the next 
lo4 a. These estimates use the models outlined in Sections 5.2 
and 5.4 in the main text and the mathematical equations described 
in the primary references for the vault model (Johnson et al. 
1994) and the geosphere model (Davison et al. 1994). 

The barrier performance measure is then the ratio of the total amount that 
exits divided by the total (unit) amount that enters. This quantity is, 
therefore, a fraction representing the total amount (integrated over time) 
that passes through a barrier as a function of time. 

Details for each of the barriers are as follows: 

Performance measures for the buffer, backfill, rock in the waste 
exclusion distance and the two parts of fracture zone LD1 are 
based on the response function method. LeNeveu (1987) describes 
response functions for the buffer and backfill; Heinrich and 
Andres (1985), for the geological media. These response func- 
tions include consideration of contaminant transport by moving 
groundwater, dispersion and diffusion, sorption and radioactive 
decay. 

The performance measure for the titanium containers is based on 
an equivalent approach. Wc assume a unit amount of contaminant 
is initially distributed evenly into all the containers in a 
vault sector. The container performance measure is then equal to 
the total fraction of the contaminant that is released as a func- 
tion of time. We use the definition that a contaminant is com- 
pletely "released" from a container at the instant of failure of 
the container. In reality, the instant of container failure 
corresponds to the earliest time that groundwater can begin 
entering the container. Contaminants are not completely released 
at this time, but they could (if the entire container were satur- 
aLed) just be starting their slow diffusional movement from the 
container into the buffer. The fraction released is time- 
dependent because the containers fail at different times and 
because radioactive decay may modify the surviving inventory of a 
contaminant. 

The performance measure for the used-fuel matrix uses a modifica- 
tion to the response function method. We assume t h a L  all the 
titanium containers have fafled at the start of the calculations. 



Thus the entire mass of used fuel with all its contaminants is 
exposed to groundwater at time equal to zero. We then estimate 
the total amount of each contaminant that is released by the 
congruent- and instant-release mechanisms (Section 5 . 2  in the 
main text). It is the integral over time of the rate of release 
of the contaminant from the used-fuel into the h~lffer. The per- 
formance measure for the used-fuel matrix is this integrated 
amount released to the specified time divided by the initial 
inventory of the contaminant. From a pragmatic viewpoint, this 
method is equivalent to the response function method, because 
division by the initial inventory can be regarded as a correction 
that normalizes the input to the barrier to a unit amount. 

- The performance measure for the Zircaloy waste matrix is calcu- 
lated in the same manner as for the used-fuel matrix. Only the 
congruent-release mechanism applies to the Zircaloy m,atrix (Sec- 
tion 5 . 2  in the main text). 

- The performance measure for the precipitation barrier is based on 
a different method. Many elements are relatively insc3luble, and 
the vault model simulates their possible precipitation within the 
buffer (Section 5 . 2  in the main text). When precipitation 
occurs, the release uf  a cunLaminant will be attenuated (compared 
with its release from the waste matrix); typically, the attenu- 
ated releases will occur for a long time, until any accumulated 
precipitate has ent-irely re-dissolved. The effectiveness of this 
barrier depends in a nonlinear way on the rate of arrival of the 
contaminant. For example, precipitation would be most effective 
if the entire amount arrives at some instant in time and less 
effective if the arrival is distributed over a long period of 
time. This nonlinear behaviour means that the response function 
method cannot be directly applied to the precipitation barrier. 

To provide a reasonable estimate of the performance measure for 
the precipitation barrier, we include the effects of the prior 
barriers (waste matrices and containers) in estimating the amount 
that arrives at the precipitate. We then calculate the total 
amount that leaves the precipitate: it is the integral over time 
of the rate of release of the contaminant from the precipitate 
into the buffer. The performance measure for the precipitate 
barrier is then the total amount that leaves the preci-pitate 
divided by the total amount that arrives at the precipitate. 

If radioactive decay is ignored, each barrier will eventually release all 
the contaminant, and thus the barrier performance measures will approach 
unity if the times considered are sufficiently long. Radioactive decay can 
result in values that range from zero to greater than unity: 

- For most radionuclides, the amount that exits will be less than 
the amount that enters so that the performance measures will be 
less than unity. If a barrier is extremely effective, the 
measure will be zero. 



- For some radionuclides, the decay of precursors may result in 
significant ingrowth, and the potential exit amount may be 
greater than the entrance amount. The corresponding performance 
measure would then be greater than unity. 

For all contaminants, the barrier performance measures will 
increase as a function of time, from an initial value of zero. 
The maximum possible value for the performance measures is unity 
for most contaminants and greater than unity only if ingrowth is 
significant. 

Ingrowth is important only for radionuclides that are intermediate or end 
members of decay chains. They include members of the four actinide decay 
chains, such as 2 3 4 ~  (whose precursor is 238~), and members of short decay 
chains, such as 3 2 ~  (from 32~i). Section 5.9 in the main text identifies 
these radionuclidcs. We do not consider ingrowth in the analysis of bar- 
rier effectiveness but instead examine the effects of the barriers on each 
radionuclide in turn. We also do not consider radionuclides that are 
assumed to be in secular equilibrium with their precursors, because the 
movement of these radionuclides is simulated only in the biosphere model. 

Figures D-64 to D-66 show some performance measures, or total fractions 
released, as a function of time for 14c, "TC and 2 3 8 ~  (Figure 6-12 shows 
similar curves for 12'1). The performance measures are both nuclide- 
dependent and time-dependent. 

Figure D-64 summarizes the results for 14c. It shows that 

- The rock within the 50-m waste exclusion distance is clearly the 
most effective barrier. It significantly delays the release of 
14c: the total fraction released is less than for about 
2.5 x lo4 a. The rock in the waste exclusion distance also 
attenuates releases; for example, the total fraction released 
never exceeds about This bound is a result of the radio- 
active decay of 14c (with a half-life of 5730 a). In fact, the 
total fraction released for many barriers is significantly less 
than unity because of the effects of radioactive decay. 

The backfill is somewhat less effective, with a maximum of less 
than in the total fraction released. 

The maximum in the total fraction released from the waste matrix 
(used fuel) is less than lo-'. That is, less than 10% of the 
initial inventory of 14c would leave the used-fuel waste matrix. 
This value is consistent with two considerations: releases of ' * c  
from used fuel are almost cntircly due to its instant-release 
fraction 13% in the median-value simulation), and radioactive 
decay of j4C significantly reduces its inventory before it dif- 
fuses from the waste matrix into the buffer. (The used-fuel 
matrix would be even more effective as a barrier for '*c using 
the recent data described by Johnson et al. (1994) for the 
instant-release fraction of l4e. ) 
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FIGURE D- 6 4  : Barrier Performance Measures for 14c from Used Fuel 

These six curves are calculated from the models for six barriers: used-fuel waste matrix, container, 
buffer, backfill, rock within the waste exclusion distance and the lower part (LD1-a) of fracture zone 
LD1. The curves show the fraction released from each barrier as a function of time; this assumes a 
known amount of 14c is instantaneously input to the barrier at time equal to zero. The vertical axis 
plots the total fraction released from the barrier (or the performance measure of the barrier for I4c). 
The most effective barrier for 4~ is the rock within the 50-m waste exclusion distance. The next 
most effective barriers are the backfill and used-fuel waste form. 
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FIGURE D-65: Barrier Performance Measures for "TC from Used Fuel 

These eight curves are calculated from the models for the eight barriers: used-fuel waste matrix, 
container, buffer, backfill, rock within the waste exclusion distance and the lower (LDI -a) and upper 
(LD1-b) parts of fracture zone LD1, and precipitation. This last barrier describes the effects of 
precipitation of 9 9 ~ c  within the buffer. The curves show the fraction released from each barrier as a 
function of time; this assumes a known amount of "TC is instantaneously input to the barrier at time 
equal to zero (except for the precipitation barrier; see text). The vertical axis plots the total fraction 
released from the barrier (or the performance measure of the barrier for 99~c).  
The most effective barrier for 9 9 ~ c  is the backfill. 



..-.-........-.--.* Buffer ----- Container 
---- Backfill 

Waste Form 

5 x 1 0 ~  
Time [a] 

FIGURE D-66 : Barrier Performance Measures for 2 3 8 ~  from Used Fuel 

These four curves are calculated from the models for the four barriers: waste matrix, container, buffer 
and backfill. Not shown here are the curves for the rock within the geosphere because the total 
fractions released are less than 1 for times up to lo5 a. The curves show the fraction released 
from each barrier as a function of time; this assumes a known amount of 2 3 8 ~  is instantaneously 
input to the barrier at time equal to zero. The vertical axis plots the total fraction released from the 
barrier (or the performance measure of the barrier for 238~). 
The most effective barrier for 2 3 8 ~  is the rock within the waste exclusion distance (not shown). Note 
that, because there are no instant releases of 238~, the waste matrix is much more effective for 
2 3 8 ~  than for 14c, 1291 or 9 9 ~ c .  

Fracture zone LD1, the containers and the buffer are less effec- 
tive barriers, except at early times. The buffer does not signi- 
ficantly delay or attenuate releases of 14c. 

Iodine-129 displays a pattern similar to that for '*c, except that the 
effects of radioactive decay are less significant (Figure 6-12 in the main 
text) . 

The pattern for "TC is quite different. For this nuclide, precipitation 
is also an effective barrier because technetium is relatively insoluble. 
Figure D-65 shows that 



- P r e c i p i t a t i o n l i m i t s t h e t o t a l f r a c t i o n r e l e a s e d t o l e s s t h a n  
for times up to lo5 a. (The curve for the precipitation 

barrier shows a local maximum near 1000 a, which is attributed to 
variations in the rates of arrival of "TC at its precipitate, 
and these variations are in turn attributed to variations in the 
number of containers failing at different times.) 

For 9 9 ~ c l  the backfill is the most effective barrier by many 
orders of magnitude, limiting the total fraction released to less 
than The buffer is also an effective barrier but with a 
larger limit of about lom3. Technetium-99 is strongly sorbed by 
both the buffer and backfill (Section D.2). However, the back- 
fill is more effective because the volume of backfill is much 
greater than the volume of buffer. 

- The rock within the 50-m waste exclusion distance is also very 
effective, more so than for 14c and 12'1. 

- The effectiveness of the backfill, buffer and rock within the 
waste exclusion distance are largely attributable to the sorption 
of "TC on these media. Sorption of "TC also occurs in fracture 
zone LD1, so that LD1-a and LD1-b are more effective barriers for 
"TC than for ' 4 ~  and 1291. 

- The maximum fraction released from the waste matrix (used fuel) 
is less than 10-I and is virtually entirely due to the initial 
inventory of "TC available for instant release (with small 
losses due to radioactive decay). The instant-release inventory 
of "TC is 6% in the median-value simulation (Section D. 2) . 

Figure D-66 summarizes the effectiveness of different barriers for 238~: 

- The rock within the waste exclusion distance is extremely effec- 
tive; it limits the total fraction released of 2 3 8 ~  to less than 

for times up to lo5 a, primarily because of sorption. The 
curve for this barrier is not shown in the figure because it 
plots below the minimum value shown. 

- Sorption is also responsible for the effectiveness of the back- 
fill, buffer and (not shown in the figure) the LD1 barriers. 

- The waste matrix (used fuel) is also a very effective barrier, 
much more effective for 2 3 * ~  than for 14c, 1 2 9 ~  u, g9~c. Cumpar- 

ison of Figures D-64 to D-66 and 3-12 shows that the total frac- 
tion released is more than 6 orders of magnitude smaller for 
2 3 8 ~ .  The waste matrix i s  an effect-ive harrier for 2 3 8 ~  because 
this radionuclide is released only by the congruent-release 
mechanism, which depends on the solubility of the used-fuel 
matrix. Because the solubility of the used-fuel matrix solubil- 
ity is small in the median-value simulation (1.55 x mol/m3), 
it follows that the total fraction of U-238 released is small. 
The waste matrix would also be an effective barrier for all other 
congruently released contaminants associated with used fuel and 
for all contaminants associated with the Zircaloy waste matrix 



(compare with Table 6-5 and Figures 6-13 and 6-14 in the main 
text) . 

CONSTRUCTION OF FIGURES 6-13 AND 6-14 IN THE MAIN TEXT 

Figures 6-13 and 6-14 in Section 6.4 in the main text summarize the perfor- 
mance of the barriers for most of the radionuclides and the nine chemically 
toxic elements considered in the postclosure assessment. The first figure 
shows results at lo4 a and the second, at l o 5  a. Two types of contaminants 
are not shown: 

- The first type are radionuclides that are modelled using the 
secular-equilibrium ap roximation, including members of short 
deca chains (such as g3mab from the radioactive decay of 9 3 ~ 0  
and 83Zr) and some members of the actinide decay chains (such as 
233~a from 237~p). Section 5.9 in Lhe main text lists all such 
radionuclides. They are not included in the analysis of barrier 
effectiveness because their effects are simulated only in the 
biosphere model, which does include any of the barrierk evaluated 
here. 

- The second type are radionuclides that are members of decay 
chains and whose inventory at any time is mostly due to ingrowth. 
In general, these radionuclides would exhibit the same behaviour 
as their precursors; for example, 2 3 6 ~  would behave much like 
2 4 0 ~ ~ .  These radionuclides are identified in Figure 5-22 of 
Section 5.9 in the main text, with inventory data in Table 5-4. 

We constructed Figures 6-13 and 6-14 (in section 6.4 in the main text) as 
follows : 

1. We first transform the data so that the results can be presented 
in a more informative fashion. We do this by calculating a "per- 
formance indicator" for each barrier and for each selected con- 
taminant. It is proportional to the negative of the logarithm of 
the LvLdl f~action released (or performance measure). Values are 
calculated at lo4 a for Figure 6-13 (main text) and at lo5 a for 
Figure 6-14 (main text). For cases where the total fraction 
re leased is less than 9 x we assume a value of (about) 37 
for the negative of the logarithm. 

With this data transformation, the barrier performance indicator 
ranges from zero (an ineffective barrier) to 37 (an extremely 
effective barrier). The smallest barrier performance indicator, 
zero, corresponds to a total fraction released (or performance 
measure) of unity, meaning that all of the contaminant has been 
released by the barrier. The largest value, 37, corres,ponds to a 
total fraction released of 9 x or less, meaning t.hat essen- 
tially none of the contaminant has been released. 

2 .  These indicators are then used to illustrate the performance of 
the barriers for each contaminant. In the figures, the lengths 
of the boxes in the last eight columns are proportional to the 
barrier performance indicator. That is, longer boxes indicate 



greater effectiveness of the barriers in attenuating and delaying 
contaminant releases. 

3. We also calculate a "net performance indicator" by summing the 
barrier performance indicators for each contaminant. It is also 
equal to the negative of the logarithm of the net fractional 
release (Section 6.4 in the main text). When divided by the 
number of barriers, it is also equal to the average of the eight 
barrier effectiveness indicators or to the geometric mean of the 
eight total fractional releases. 

The net performance indicator for a contaminant is a pessimistic 
representation of the effectiveness of a sequential combination 
of the eight independent barriers in delaying and attenuating the 
release of the contaminant. Net performance indicators, shown in 
the first column of boxes in Figures 6-13 and 6-14 in the main 
text, are used to rank the list of contaminants. The length of a 
box is proportional to the net performance indicators. Thus 
contaminants near the bottom or the list, with longer boxes, are 
more attenuated and delayed than contaminants near the top of the 
list. 

In showing the boxes for net performance indicators, we actually 
plot the values of the net performance indicator divided by the 
number of barriers, which permits comparisons between net perfor- 
mance indicators and performance indicators for each barrier. 
The lengths of the boxes for the net performance indicators are 
equal to the average of the lengths of the boxes for the eight 
barrier performance indicators. 

The results in Figures 6-13 and 6-14 in the main text are used to compare 
the performance of different barriers for different contaminants 
(Section 6.4 in the main text). In comparing different box lengths, it 
should be noted that the lengths are calculated using a negative logarith- 
mic transform. Thus if barrier A has a box length twice that of barrier B, 
then the fractional release from barrier A is equal to the suuare of the 
fractional release from barrier B. 
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E.l INTRODUCTION 

This appendix presents more details on selected topics related to the 
probabilistic analysis, or the analysis based on random sampling of para- 
metel- values C r v n ~  their probability density functions (PDFs). Appendix D 
discusses similar details on the analysis of the median-value simulation. 

Section E.2 evaluates the implications of recent changes to the recommenda- 
tions of the International Commission on Radiological Protection (ICRP). 
These changes affect both the estimation of annual dose estimates (ADEs) 
and the calculation of radiological risk, but they do not affect the 
overall conclusions of the assessment of the reference disposal system. 

Section E.3 outlines the method for sensitivity analysis and identifies 
parameters that have a strong influence on the results. Sections E.4 to 
E.6 then discuss how these parameters affect the results from the vault, 
geosphere and biosphere models. 

Section E.7 describes a special study of the tortuosity of the lower rock 
zone, the parameter that most affects the estimates of ADEs (Sec!tion 6.5.5 
in the main text). The study shows how changes to the PDFs for tortuosity 
would affect estimates of annual dose. 

Section E.8 presents details from another special study of the effects of 
selected site and design features. 

E.2 IMPLICATIONS OF ICRP PUBLICATION 60 

Canadian radiological requirements in Atomic Energy Control Board (AECB) 
Regulatory Document R-104 (AECB 1987) are based on the 1977 recommendations 
of the ICRP (ICRP 1977). In 1990, the ICRP revised its recommendations 
(ICRP 1991a); corresponding changes may be anticipated in Canadian 
requirements. The changes in the ICRP recommendations would affect 
estimates of radiation dose and radiological risk in this assessment in 
several ways. The two most important changes are 

- The dose conversion factors (DCFs) used to calculate annual dose 
caused by radiation from different radionuclides would change. 
Values used in this report (and documented by Davis et al. 1993) 
are based on information in ICRP Publications 26 (1977), 30 
(1979) and 56 (1989). Their values will eventually be replaced 
using new information from ICRP Publications 60 and 61 
( I C K P  19Yla,b). The new DCFs would increase for some 
radionuclides and decrease for others, typically by a factor of 
less than two. 

Of most im ortance to the postclosure assessment is the internal 
DCF for '~$1; it would increase from 9.7 x to 
1.6 x Sv/Bq (Zach and Sheppard 1992), which would increase 
ADEs from ingestion of by about 60%. More details on these 
changes are provided in the primary reference for the biosphere 



model (Davis et al. 1993) and in a supporting document by Zach 
and Sheppard (1992) describinq the food-chain model. 

- Publication 26 (ICRP 1977) recommends the use of a conversion 
factor equal to 2 x to calculate the associated risk of 
fatal cancers and serious genetic defects to an individual. 
Publication 60 (ICRP 1991a) recommends use of a nominal 
probability coefficient equal to 7.3 x to calculate the risk 
of fatal and nonfatal cancers or severe hereditary effects. The 
revised recommendations imply a fourfold larger risk associated 
with a given exposure to radiation. Note that the details of the 
risk end points are not identical. 

The results reported in Sections 6.3 and 6.5 in the main text can be recast 
as follows to allow for the above changes to the ICRP recommendations: 

- For the median case deterministic simulation Section 6.3 in the 
main text), ADEs from all radionuclides at 10' a would increase 
to about 5 x 10-l8 Sv/a from 3 x 10-l8 Sv/a; at lo5 a, it would 
increase to about 6 x Sv/a from 4 x Sv/a. 

- For the probabilistic results (Section 6.5 in the main text), 
ADEs from all radionuclides at lo4 a would increase to about 
1 x 10-11 Sv/a from 8 x 10-l2 Sv/a; at lo5 a it would increase to 
about 2 x Sv/a from 1 x Sv/a. 

- The dose limit associated with the radiological risk criterion 
would be reduced if it were based on the new ICRP nominal 
probability coefficient. Using the AECB risk equation (AECB 
1987) and an annual risk limit of serious health effects per 
year, the corresponding associated dose limit would be 
1.25 x lom5 Sv/a. For both the deterministic and probabilistic 
calculations, the ADEs from all radionuclides, including the 
corrections noted above, would still be well below this dose 
limit. 

In summary, we expect that the overall conclusions discussed in 
Section 6.5.2 and elsewhere in the main text would be unchanged following 
anticipated changes to regulatory requirements that reflect recent 
revisions to the ICRP recommendations. That is, the mean ADE to an 
individual in the critical group would still be much smaller than the dose 
limit associated with the radiological risk criterion over the entire 
simulation period of lo5 a, and the corresponding risk of fatal and non- 
fatal cancers or severe hereditary effects would be far less than 10-~/a. 

E.3 SCREENING FOR IMPORTANT PARAMETERS 

E.3.1 INTRODUCTION 

Probabilistic sensitivity analysis examines the effects of changes to a 
parameter when all other parameters are free to vary across their entire 
ranges. 



It is clear that changes in the value of an important parameter from one 
simulation to another can effect the magnitude of the maximum ADE that 
results from the simulations. Changing the distribution of an important 
parameter, either by changing its PDF or by using different sampling 
strategies, affects the probability of selecting particular values and, 
therefore, can affect the distribution of the maximum ADE. That is, 
changes to the distribution of an important parameter can change both the 
average value of the maximum ADE and the spread in its distribution. 

In probabilistic sensitivity analysis, we first screen the thousands of 
sampled parameters to identify those that most influence some objective 
function, and then we investigate their effects. The screening method, 
iterated tractional factorial analysis, is similar to the one used I u r  Lhe 
deterministic sensitivity analysis (Sections 6 . 3 . 3  in the main text and D.5 
in Appendix D), except that the selection of the parameter values is not 
restricted to values near the medians. Instead, the parameters are fixed 
in different simulations at the 0.01, 0.5 or 0.99 quantiles of their PDFs 
(values for the switch parameters are also varied to sample all important 
options). This choice permits examination of the effects of each parameter 
over its range of possible values, and allows direct comparison of the 
effects of parameters that have different physical units and different 
probability distributions. 

Many different objective functions could be chosen for the analysis, such 
as time of maximum failure rate of the containers, rate of release of 1 2 9 ~  
from the vault, rate of discharge of 1 4 ~  to the biosphere, ADEs at some 
point in time, estimated concentrations of radionuclides in the food chain, 
ADEs to nonhuman biota, and concentrations of chemically toxic elements in 
water, soil and air. As for the deterministic sensitivity analysis 
(Sections 6 . 3 . 3  in the main text and D.5 in Appendix D), we have focussed 
the probabilistic sensitivity analysis on the maximum ADE to individuals in 
the critical group, taken for times up to lo5 a and resulting from the 
radionuclides 14c and 12'1. We also consider the arithmetic average or 
mean value of the maximum ADE, summed over all radionuclides. These ADEs 
were chosen as the primary objective functions because 

- Radiation doses to the critical group are deemed to be of most 
concern. 

- The results in Section 6 . 5  in the main text show that doses from 
14c and 1 2 9 ~  dominate the ADEs up to lo5 a. 

- we are most interested in pard~ctelers that are important in the 
estimate of risk, because the radiological risk criterion (AECB 
1987) is used to examine the overall performance of a disposal 
system. The radiological risk estimate for a scenario is 
proportional to the arithmetic average of the ADE (AECB 1987). 
However, our results (for the SYVAC scenarios) indicate that the 
arithmetic average is dominated by a few simulations that have 
large ADEs (Sections 6.5.1 and 6.5.2 in the main text) and, 
therefore, it is reasonable to examine the maximum ADEs. We 
consider the maxima up to lo5 a, the entire period for which the 
models can provide reasonably reliable quantitative results. 



- The statistics using maxima to lo5 a are more reliable than 
maxima to lo4 a because they are based on more nonzero data 
points. It is readily shown, for instance, that the statistical 
convergence is superior for the mean of the maximum ADE up to 
lo5 a than for the mean of the ADE at any specific time between 
zero and lo5 a. More useful statements can be made for data that 
have better convergence. 

- It is conservative to choose the longer eriod, in the sense that 
maximum ADEs observed for times up to 1 0 g  a are larger (and 
cannot be smaller) than maximum ADEs up to lo4 a. 

- Likewise the mean of the maximum ADEs observed for times up to 
lo5 a are larger than the mean of the maximum ADEs up to l o 4  a. 
Moreover, the mean of the maximum ADEs is an upper bound on the 
maximum of the mean ADEs. In general, the radiation doses from 
the disposal system would not be underestimated when using the 
mean of the maximum ADE. 

One other practical consideration favours the use of the maximum ADE from 
individual simulations as the objective function. With this choice, we can 
apply the fractional factorial screening method (Section A.4, Appendix A). 
It is not feasible to use this method with the mean ADE as the objective 
function because the method can be readily applied only to individual 
simulations from a set of selected simulations, and not to summary results 
from a sct of randomly sampled simulations. 

We recognize that different objective functions will yield different 
results. For example, if the function of interest is the ADE at 250 a, 
then screening studies would almost certainly identify parameters related 
to corrosion of the containers. Nevertheless, we believe that a more 
appropriate objective function is the maximum of the estimated radiation 
dose, taken over as long a time frame as is feasible. The screening 
studies using such functions will then tend to identify parameters that 
affect attenuation of impacts, rather than parameters that merely delay 
impacts. 

As used in this document, therefore, an important parameter is one that has 
a notable effect on the maximum ADE or the mean of the maximum ADE, when 
considering the full range of uncertainty of the important parameter and 
the full range of uncertainty of all other parameters. 

Nevertheless, we have performed other screening studies to identify para- 
meters that have important effects on results calculated by the vault, 
geosphere and biosphere models. For these ancillary screening studies, we 
use objective functions called performance measures: 

- The vault performance measure for 12'1 is defined as the total 
estimated amount (in moles) of released from the vault up to 
lo5 a "  A similar measure is defined for 14c. 

- The geosphere performance measure for 12'1 is defined as the 
total amount of that leaves the geosphere divided by the 
total amount of 12'1 that enters the geosphere, over lo5 a. A 
similar performance measure is defined for 14c. 



- The biosphere performance measure for 1 2 9 ~  is defined as a ratio 
of integrals for times up to l o 5  a: an interim integral of the 
ADE Lrom is divided by the total amount of that enters 
the biosphere. The biosphere performance measure has units of 
Sv/mol, and it provides an approximation of the total radiation 
dose from the arrival of one mole of 1 2 9 ~  at the biosphere. A 

similar performance measure is defined for 14c. 

For both radionuclides, the "interim" integral excludes the 
effects of isotopic dilution (Section 5.6 in the main text), 
which tends to obscure some effects. 

These performance measures isolate particular components or the system 
model and help to identify additional influential parameters. We include 
an evaluation of how these additional parameters affect the ADEs. 

In the following sections, we summarize the results of the screening 
analysis (Section E.3.2), and then describe three studies aimed at confirm- 
ing that all important parameters have been identified (Section E.3.3). 
Sections E.4 to E.6 discuss how the identified parameters affect the ADEs 
and the vault, geosphere and biosphere performance measures. 

E.3.2 IDENTIFICATION OF IMPORTANT PARAMETERS 

Section 6.5.5.3 and Table 6-13 in the main text list eight parameters found 
to be most important for the reference disposal system: they have the 
largest influences on the maximum ADE up to lo5 a. These eight. parameters 
are referred to as the "important" parameters. 

Table E-1 lists another 18 parameters known as the "less import.antW para- 
meters. They were selected primarily because they have notable effects on 
the performance measures for the vault, geosphere or biosphere models. (A 
few were also selected because expert opinion suggested they might be 
important in some conditions.) They are "less" important in the sense that 
their effects on the maximum ADE are much weaker than the eight important 
parameters in Table 6-13 (Scction 6.5.5.2 in the main text). 

Correlation coefficients are calculated from 500 randomly sampled simu-' 
lations, using logarithms of the variable (performance measure or maximum 
ADEs) and parameter value. Correlation coefficients vary between +1 and 
-1; a value of +1 (-1) means that the logarithm of the variable is linearly 
dependent on the logarithm of the parameter, and it increases (decreases) 
as the parameter value increases. A correlation coefficient equal to zero 
implies that there is no linear relationship between the variable and the 
parameter. For example, results in Table E-1 for "aquatic mass loading 
coefficient for iodine" show that a definite relationship exisls, whereas 
"initial system potential" has essentially no effect. 



TABLE E-1 

-6 6 

Parameter 

Correlation 
Model ~oeff icient** for 
and Model Maximum 

~uclide* Performance ADE 

Aquatic mass loading coefficient for iodine 
Gaseous evasion rate from soil for iodine 
Initial inventory of 1 2 9 ~  
Plant/soil concentration ratio for iodine 
Backfill anion correlation parameter 
Instant-release fraction of 1 2 9 ~  
1 2 9 ~  plant environmental half -life 
Switch selecting use of lake sediment as soil*** 
Initial inventory of 
Plant/soil concentration ratio for carbon 
Gaseous evasion rate from soil for carbon 
size of the critical group 
Retardation factor of carbon in compacted 

organic lake sediment 
Thickness of overburden at Boggy Creek South 
Free-water diffusion coefficient for carbon 
Plant to mammalian meat coefficient for carbon 
Instant-release fraction of 14c 
Initial System Potential 

Model and nuclide indicate which performance indicator is cited in the column. The 
abbreviations used are V, G and 6 for vault, geosphere and biosphere respectively, and I 

** and C for 1291 and 14c respectively. 
For "Maximum ADE," the data are the maximum ADEs from 14c and 1291 and the 

*** parameter values. Data are from a set of 500 randomly sampled simulations. 
For this switch parameter, biosphere performance measures and ADEs are generally 
greater when the sediment is used as soil. 

We also refer to the remaining parameters, about 1300 in all, as the 
"unimportant" parameters. (SYVAC3-CC3 uses about 1400 sampled parameters 
in simulations involving ten nuclides (Section A.3.3, Appendix A) Our 
analysis is concentrated on the seven radionuclides (14c, 1 3 5 ~ ~ i  i291, 
59~i, lo7pd, 7 9 ~ e  and "TC from used fuel) that were initially expected to 
be major contributors to the ADE. The subsequent set of sampled parameters 
numbers just over 1300.) 

The relative influence of the important, less important and unimportant 
parameters is discussed in Section 6.5.5.2 in the main text, based on a 
calculation of coefficients of determination (Section A.4 in Appendix A) 
for sets of 500 simulations in which different combinations of the three 
classes of parameters were randomly sampled. The results (Table 6-14 in 
the main text) show that most of the variability in the estimates of 



maximum annual dose is explained by the uncertainty in the eight important 
parameters. A small fraction can be explained by the 18 less important 
parameters, and very liLLle is d L L r i b u L e d  Lu  the 1300 unimportant 
parameters. 

These observations provide strong evidence that. Table 6-14 in the main text 
contains all the important parameters. We provide further confirming 
studies in the following section. 

The analysis of effects in Sections E.4 to E.6 concentrates on the more 
important parameters: 

- Lhe eight important parameters listed in Table 6-13 In the main 
text that have the largest effects on the ADE; and 

- those of the 18 less important parameters in Table E-1 that have 
the largest effects on the performance measures for the vault, 
geosphere and biosphere. 

CONFIRMING STUDIES 

Three supporting studies were aimed specifically at confirming the 
completeness of Table 6-13 in the main text: pairwise comparisons, 
regression analysis and extreme-simulation analysis. 

E.3.3.1 Pairwise Comparisons 

Pairwise comparisons use sets of randomly sampled simulations, involving 
special sampling strategies for different classes of parameters. In this 
case, we examine three classes: the eight important parameters (Table 6-13), 
the 18 less important parameters (Table E-1) and the remaining sampled 
parameters, totalling approximately 1300. 

Five sets of 500 simulations are used in the pairwise comparisons. In four 
of the sets, the sampling of the parameter values was altered to isolate 
the cumulative effects of important, less important and unimportant para- 
meters. A description of these sets follows. 

In Set 1, all parameters are randomly sampled from their PDFs. 
This is the reference set; in fact, it is the first 500 random 
simulations used in the probabilistic analysis (Section 6.5 in 
the main text). 

In Set 2, all unimportant parameters use the same sequence of 500 
randomly selected values as in Set 1. The 18 less important and 
eight important parametcrs arc fixcd at their median values in 
all 500 simulations. 

In Set 3, all unimportant parameters are fixed at their median 
values. The eight important and 18 less important parameters 
have the same sequence of 500 randomly selected values as fn 
Set P. 



In Set 4, all unimportant and less important parameters use the 
same sequence of 500 randomly selected values as in Set 1. The 
eiyhL ~ I I I ~ U L L ~ I I L  pd~dltleLe~s d ~ e  Iixed d L  Ll~ei~ lt~edidn vdlueb ill 
all 500 simulations. 

Tn Set 5, a1 1 unimpnrtant- and less important parameters are fixed 
at their median values. The eight important parameters have the 
same sequence of 500 randomly selected values as in Set 1. 

Figure E-1 illustrates the results and shows that 

- In part (a) of the figure, the maximum ADEs from each of 500 
simulations in Set 1 are plotted against the corresponding esti- 
mates from Set 2. The maximum ADEs from Set 1 range over 9 
orders of magnitude, whereas the equivalent results from Set 2 
vary over only 2 orders of magnit-tide. That. is, t-here is a large 
reduction in the variability of the maximum ADEs when the 
important parameters are fixed at their median value. This 
indicates that important parameters have a large effect on the 
variability in the maximum ADE. 

- Part (b) of the figure plots the maximum ADEs from the 500 simu- 
latiuns in Set 1 dy airlsL Ll~e cur respur~dir~y es Lin~dLes Iru111 SeL 3. 
In this case, there is little difference in variability in the 
two sets of doses, confirming that the unimportant parameters 
have little effect on the variability in the maximum ADEs. 

- Parts (c) and (d) of the figure plots the maximum ADEs in Set 1 
against the corresponding estimates in Sets 3 and 4. We observe 
that the range of variation along the vertical axis is somewhat 
larger in part (c) compared with part (a) and in part (d) 
compared with part (b). These results confirm that the 18 less 
important parameters also affect the variability in the maximum 
ADEs, and that they are, indeed, less important. 

We also present in Table E-2 the arithmetic averages and confidence limits 
of the maximum ADEs to lo5 a for each of the five sets of results, along 
with results from the median value simulation (Section 6.3 in the main 
text), in which all parameters are fixed at their median values. The 
results show that 

- Comparison of Sets 1, 3, and 5, and the median-value simulation, 
show a trend in the mean of the maximum estimated dose. The 
means are almost the same for Sets 1 and 3: 1.2 x and 
1.0 x lom6 Sv/a. However, there is a large decrease when the 18 
less important parameters are fixed and another decrease when all 
parameters are fixed (the median-value simulation). 

- The median-value simulation and Sets 2, 4, and 1 show a related 
trend: the means of the maximum estimated dose are smallest for 
the median-value simulation, slightly larger when the 1300 
unimportant parameters are sampled (Set 2 ) ,  larger still when the 
1300 unimportant and 18 less important parameters are sampled 
(Set 4), and largest when all parameters are sampled (Set 1). 
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FIGURE E-1: Pairwise Comparisons Involving the Important Parameters 

These scatter plots compare maximum estimated annual doses for times up to lo5 a from five sets of 500 randomly sampled 
s~mulations. Each point locates a pair of related simulations: the horizontal axis locates the result from a simulation belonging 
to Set 1, and the vertical axis locates the result from the corresponding simulation belonging to Set 2 (or Sets 3 to 5). The 
parameter values used in a simulation for Sets 2 to 5 are identical to the parameter values used in the related simulation for 
set 1, except that the following parameters are fixed at their median values for all 500 simulations (Table E-2): 

- In Set 2-the eight important and 18 less important parameters; 
- In Set S t h e  unimportant parameters; 
- In Set 4-the eight important parameters; and 
- In Set S t h e  unimportant and less important parameters. 

Pairwise comparisons of these sets reveal the effects of the important, less important and unimportant parameters: 
- Part (a) shows the results from Set 1 (horizontal axis) plotted against those from Set 2 (vertical axis). The results 

would fall on the diagonal line if they were identical; the pairwise comparison shows that the variability of maximum 
estimated annual doses in Set 2 is much smaller than the variability in Set 1. 

- Part (b) shows the results from Set 1 (horizontal axis) compared with Set 3 (vertical axis); there is much less 
difference between these pairs of simulations. 

- Parts (c) and (d) show Set 1 (horizontal axis) compared with Sets 4 and 5 (vertical axes) and confirm that the 18 less 
important parameters are less important. 



TABLE E-2 

g s *  

Parameter Values Annual Dose Coefficient of 
Simul- 8  1 8  Less 1 3 0 0  Meanof 958Conf. Determination 
ation Important Important Unimportant Max. Dose ~ i m i t *  ( R ~ )  * *  to 
Set Parameters Parameters Parameters (Sv/a) ( Sv/a ) l o 4  a l o 5  

-- - - - pp - 

1 random random random 1 . 2  x  4 . 4  x 1 . 0 0  1 . 0 0  
3  random*** random*** median l . O x 1 0 - ~  3 . 6 ~ 1 0 ' ~  0 . 8 6  0 . 8 3  
5 random* * * median median 6 . 3  x  1.9 x  1 0 ' ~  0 . 8 4  0 . 6 7  

m median median median 4 . 0  x 

2 median median random*** 7 . 8  x  7 . 3  x 10" 0 . 0 4  0 . 0 3  
4  median random* * *  random* * 9.4 l o - 7  1 . 1  l o - 7  0 . 0 4  0 . 0 7  

* 
These comparisons are used to show the effects of three categories of parameters: the 
eight important parameters (Table 6-13 in the main text), the 18 less important 
parameters (Table E-1), and approximately 1300 other unimportant parameters. The 
columns labelled "parameter valuesM give the characteristics of five sets of 500 
simulations; the label llmll corresponds to the (single) median-value simulation discussed 
in Section 6.3. The last three columns give results for each set: 

- "Mean of Max Doseu is the arithmetic average of the maximum ADEs for times up 
to 105 a; 

- "95% Confidence Limit is an associated confidence limit (Section A.3.5, Appendix 
A); and 

- The coefficients of determination are from a linear re ression (Section A.4) on the 2 logarithms of the maximum ADEs for times up to 10 or lo5 a. 
** 

Coefficients of determination (or R*) are calculated using logarithms of the maximum 
ADEs to 1 o5 a from the seven radionuclides contributing most to the maximum ADEs 
(notably 14c and The calculations use the maximum ADEs from simulation Set 1 
and the maximum ADEs from each of the other indicated simulation sets. 

*** 
These parameters use the identical sequence of randomly selected values as is used in 
set 1. 

- The results also show a trend of decreasing values of the confi- 
dence limit from Sets 1 to 3 to 5 and from Sets 1 to 4 to 2. 

These trends indicate that the eight important parameters affect both the 
magnitude of the mean maximum ADE and its associated variability. 
Figure 6-20 in the main text clearly illustrates these effects in plots of 
annual dose versus time for sets 1, 4 and 5. 

The last column in Table E-2 is also revealing; it suggests that (as 
expected) Set 3 is most similar to Set 1, followed by Set 5. Sets 2 and 4 
are significantly different from Set 1. 



In summary, the pairwise comparisons provide strong evidence that 
Table 6-13 in the main text has identified the most important parameters 
affecting the maximum ADEs. 

E.3.3.2 Resression Analysis 

A second study compares results from regression analysis with similar 
results obtained using iterative fractional factorial analysis. As indi- 
cated below, both analyses identify the same parameters as most important. 
To simplify the regression analysis, we restrict the study to the vault 
model and make some simplifying assumptions noted below. One restriction 
is that both analyses are aimed at identifyin the im ortant parameters 
that affect the total estimated releases ot l q C  and lgsI from the vault for 
times up to l o 5  a. 

Linear regression analysis is commonly used to mcasurc the linearity of the 
relationships between parameters in a system (Section A.4, Appendix A). In 
this study, we can make use of the fact that the characteristics of the 
equations of the system are known. We use this knowledse to enhance linear 
regression analysis to measure nonlinear relationships between parameters 
in the system. 

For the vault model, most of the parameters appear as multiplicative 
factors or as part of terms that are multiplicative. When we ta.ke the 
logarithm of a multiplicative relation, a linear relation is obtained. 
Therefore, we assume in the regression anal s i s  that the responses of 
interest (the total estimated releases of ''C and 12'1) are each a product, 
denoted by Y, of the input variables of interest, denoted by Xi in the 
expression 

where the variable, X1, is raised to the power bl, X2 is raised to power 
b2, and so forth. The logarithmic version of this expression is 

Because the unknown factors, bi, now appear as multipliers in a linear 
equation, they can be estimated by minimizing the sum of the squares of the 
deviations of the calculated values of log(Xi) from the best straight line 
fitted to all the data. 

We can use this approach to estimate the contribution to the variation of 
 log(^) from each of the log(Xi). The formula used to estimate these 
contributions is given in Section A.4, Appendix A; it results in a value 
for the coefficient of determination, R'. An R~ value provides an estimate 
of the portion of the variability in the response that is due to the range 
of possible values of the parameter. Values of R~ range from 0 to 1: a 
value of 0 means that none of the varlablllty in the response is associated 
wlth the selected parameter, and a value of 1 means that all the 
variability of the response is attributed to the parameter. 

For efficiency of computation, we employed expert judgment to exclude from 
the regression analysis most of the parameters used in the vault model, 



For instance, all constant parameters, and those pertaining to nuclides 
other than 14c and 1 2 9 ~  were excluded. We also excluded all parameters 
used in the calculations of solubilities of radionuclides, because neither 
14c nor precipitate in the buffer in any simulation. Table E-3 lists 
the 15 remaining parameters; six are nuclide specific, whereas the remain- 
ing nine apply to all nuclides (thus 12 parameters affect releases, 
and 12 affect 14c releases). 

For the iterated fractional factorial analysis, no parameters were 
excluded. Thus the iterated fractional factorial analysis considered more 
than 1300 parameters, whereas the regression analysis considered just 15 
parameters. 

Two variations on regression analysis were applied to total releases of 14c 
and 1 2 9 ~  from the vault up to lo5 a. 

- An R~ value was calculated for thk logarithm of the 1 2 9 ~  release 
and the logarithm of five parameters: the initial inventory of 
12'1, the instant-release fraction of 1 2 9 ~  , the buffer anion 
correlation parameter, the groundwater velocity scaling factor, 
and the tortuosity of the lower rock zone. An R2 value of 0.92 
was obtained, indicating that the variation of these five para- 
meters accounts for about 92% of the variation of the logarithm 
of the release. In other words, the variability in the 
logarithm of estimated releases of is nearly all due to the 
combined uncertainty of the five parameters. Similarly, an R2 
value was calculated for the logarithm of the 14c release and the 
logarithm of five parameters the initial inventory of 14c, the 
instant-release fraction of i4C, the buffer anion correlation 
parameter, the groundwater velocity scaling factor and the 
tortuosity of the lower rock zone. The resulting R 2  value of 
0.88 indicates that these five selected parameters collectively 
account for a large ortion of the variability in the total 
release of 14c to 1 0 ~  a. 

- To quantify the importance of a single parameter, R~ values were 
calculated for the logarithm of vault release and the logarithm 
of individual parameters. The results are given in Table E-3. 
We use the values of R~ far the logarithm of the parameter in the 
regression analysis. The table also shows, for comparison, a 
ratio of results from the iterated fractional factorial analysis. 

As indicated in the table, these results show good consistency with the 
results from the fractional factorial analysis. Both methods clearly 
identify the first four important parameters for 14c: its initial inven- 
tory, its instant-release fraction, the buffer anion correlation parameter, 
and the groundwater velocity scaling factor. Both also clearly identify 
the first four important parameters for 129~: its initial inventory, the 
buffer anion correlation parameter, the groundwater velocity scaling 
factor, and the tortuosity of the lower rock zone. 

We conclude from this comparison that fractional factorial analysis is 
capable of identifying the important parameters in a complex model subject 
to considerable variability, adding to our confidence in the results 
presented in Tables 6-13 (in the main text) and E-2. 
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TABLE E- 3 

COMPARISON OF RESULTS FROM REGRESSION ANALYSIS 

AND FRACTIONAL FACTORIAL ANALYSIS* 

Parameter 

R~ value for Relative 
Estimated Importance 
Release of for 
14c 129= 14c 12gI 

0.55 
* * Initial inventory of 14c 

Initial inventory of 1 2 9 ~  
* * 

0.28 
0.17 

* * 
Instant-release fraction of 14c * * 
~nstant-release fraction of 1 2 9 ~  0.02 
Buffer anion correlation parameter 0.13 0.31 
Groundwater velocity scaling factor 0.06 0.21 
Tortuosity of the lower rock zone 0.01 0.08 
Backfill anion correlation parameter 0.01 0.02 * * 
Free-water diffusion coefficient (carbon) 0.01 * * 
Free-water diffusion coefficient (iodine) 0.01 
Dispersivity, lower rock zone <0.01 <0.01 
Mean corrosion rate, cool containers 0.01 <O. 01 
Mean corrosion rate, cold containers <0.01 <0.01 
Mean corrosion rate, hot temperatures 

(short times) <O. 01 <O. 01 
Mean corrosion rate, hot temperatures 

(long times) 0.01 0.01 

* 
These results are from two analyses that examine the variability in the total estimated 
releases from the vault of I4c and 1291 to lo5 a. The regression analysis examines the 
effects of the ranges of values for only 15 parameters, whereas the fractional factorial 
analysis includes the effects of more than 1300 parameters (results are shown only for the 
15 of interest). Both analyses use logarithmic transformations of the data. 
The first two columns of data are coefficients of determination or R2 (Appendix A, Section 
A.4) from the regression analysis. Based on studies of similar data, we would expect that 
these values of R2 are accurate to within about k0.04 units. Dashes (-) indicate that the R2 
value is close to zero or the relative importance is close to unity and, therefore, that the 
indicated parameter has little effect. 
The "Relative Importance" data are ratios of the geometric means of estimated releases from 
the vault from 512 simulations using fractional factorial analysis: the geometric mean from 
simulations using 0.99 quantile values is divided by the geometric mean of simulations using 
0.01 quantile values. If this ratio is less than unity, its reciprocal is taken to permit more 
ready comparison of the relative importance of different parameters. A positive ratio 
indicates that the estimates tend to increase as the parameter values increase. A negative 
sign indicates the reverse pattern (and that the original ratio was less than unity). 

* * 
The parameters are specific to another radionuclide and do not affect the estimated release 
or relative importance. 



Another test of the results in Table 6-13 in the main text involves exami- 
nation of large- and small-dose simulations. The large- and small-dose 
simulations are those yielding the lar est and smallest estimates of 
maximum annual dose for times up to 10' a. From the first 9000 randomly 
sampled simulations, we selected for study the 20 simulations with the 
largest and the 20 simulations with the smallest estimates of maximum 
annual dose. We then examined the values used in these simulations for the 
eight important parameters. 

The results for the most important parameter, the tortuosity of the lower 
rock zone, were consistent. Its values in the large-dose simulations were 
all small, generally less than the value corresponding to its 0.10 quan- 
tile, whereas its values in the small-dose simulations were all large, 
greater that its 0.90 quantile value. That is, large-dose simulations 
consistently tend to have small values of tortuosity, and small-dose simu- 
lations consistently tend to have large values of tortuosity. (However all 
simuldLiuns with small values of tortuosity are not necessarily large-dose 
simulations.) These trends conform with the deterministic sensitivity 
analysis describing the effects of the tortuosity of the lower rock zone 
(Section D.7, Appendix D). 

Similar strong correlations were also observed for the switch controlling 
the source of domestic water; for example, the well was selected in 19 of 
the 20 large-dose simulations, conforming with the results of the determin- 
istic sensitivity analysis. 

The remairlir~y six parameters in Table 6-13 in the main text showed similar 
trends but were not as consistent. These weaker correlations are expected 
because these parameters are much less important than the tortuosity of the 
lower rock zone. 

E.4 SENSITIVITY ANALYSIS OF THE VAULT MODEL 

E.4.1 IMPORTANT PARAMETERS OF THE VAULT MODEL 

The screening of parameters from the probabilistic simulations of the 
system model has identified three important parameters used in the vault 
model (Table 6-13 in the main text). These parameters are important in the 
probabilistic simulations in the sense that variations from their 0.01 to 
0.99 quantiles result in notable changes to the maximum ADEs. The three 
important parameters are 

- Tortuosity of the lower rock zone (a measure of the increase in 
the effective distance for transport by diffusion resulting from 
the winding nature of the interconnected aqueous pathway); 

- Groundwater velocity scaling factor (describes uncertainty in 
groundwater velocities in the transport network and is used in 
such a way that groundwater velocities in all segments are 
increased or decreased by the same fraction); and 



- Buffer anion correlation parameter (correlates the values of the 
buffer diffusion coefficient and the buffer capacity factor for 
all contaminants in the vault that are expected to form anionic 
species in groundwater). 

The first two parameters are normally associated with the geosphere model, 
but they affect the vault model through the linkages between the vault and 
geosphere models (Section 5.3 in the main text). 

Another fractional factorial screening study and a linear correlation 
analysis were directed at the vault erformance measures for and 14c 
The vault erformance measure for 12'1 is defined as the total estimated 
amount of e291 released from the vault up to 10' a; a similar performance 
measure is defined for 14c. From these studies, three additional para- 
meters have a strong effect on the two vault performance measures 
(Tables E-1 and E-3): 

- the initial inventory of 14c in used fuel; 

- the initial inventory of 12'1 in used fuel; and 

the instant-release fraction for 14c (the fraction of the 14c 
inventory located in the gaps and grain boundaries of the fuel 
pellets, which we assume is released to the void spaces within 
the interior of the container at the time of container failure) 

One other parameter 

the instant-release fractinn for 1 2 9 ~  (the fractinn of the 1 2 9 ~  
inventory located in the gaps and grain boundaries of the fuel 
pellets, which we assume is released to the void spaces within 
the interior of the container at the time of container failure), 

also appears (but has weak effects) in Table E-1. We consider it further 
in the discussion below to round out the discussion on the effects of 
initial i r l v e n t o r i e s  and instant-release fractions. Two other parameters in 
Table E-1, the backfill anion correlation parameter and the initial system 
potential, have weak effects and are not discussed further. 

The seven parameters listed above are the same as those identified in the 
sensitivity analysis of the median-value simulation (Section 6.3.3 in the 
main text). 

Scatter plots are used to show the effects of these seven important para- 
for 12'1 and 14c and on the 
. ~ a c h  plot is presented using 

logarithmic scales to display the large range of values for the estimated 
variables that were obtained from the first 10 000 simulations of the 
probabilistic analysis. 

Each plot also includes a trend line and the associated 95% confidence 
bands. The trend line (or regression line) is the least-squares fit 
(Section A.4.3.2, Appendix A) to the logarfthm of the parameter values and 
the logarithm of the estimated variables. The associated 95% confidence 
bands put bounds on the location of this trend line (Section A.4.3.3, 
A p p e n d i x  A ) .  



Correlation coefficients measure the extent to which the data fits the 
regression line (Section A . 4 . 3 . 2 ,  Appendix A). The degree of spread of 
data points about the trend line is a reflection of the effects of the 
ranges of possible values of the other parameters. Correlation 
coefficients vary between -1 and +1: 

- A correlation coefficient of +1 means that the logarithm of the 
estimated result is linearly dependent on the logarithm of the 
parameter and increases as the parameter value increases. A 
coefficient of +1 would occur when all plotted values in the 
scatter plot fall on the trend line. 

- Similar comments apply to a correlation coefficient of -1, except 
that the estimated result decreases as the parameter value 
increases. 

- A correlation coefficient equal to zero implies that there is no 
linear relationship between the estimated variable and the para- 
m e t e r  and that there is a wide spread of plotted points about the 
trend line. 

Table E-4 shows the correlation coefficients calculated for the seven para- 
meters from the figures discussed in Sections E.4.2 to E.4.4. The results 
in the table show that 

- Fur l o o s t  parameters, the correlation coetticients are closer to 
+1 or -1 for the vault performance measures than for the maximum 
ADE. This occurs because of the added uncertainty of parameters 
n o t  11sed in the vault model that affect the ADEs. 

- For two parameters, the reverse pattern occurs. The correlation 
coefficients pertaining to the tortuosity of the lower rock zone 
and the groundwater velocity scaling factor (for 14c) are closer 
to i1 for the maximum ADE. This reversal occurs because these 
two parameters are also used in the geosphere model, where they 
hdve S L I O I ~ ~  effects on the ADE (Section E.5). 

- The first three parameters in the list have large correlation 
coef f i  c i  ~ n t s  for maximum ADE from 12'1; that is, these threc 
parameters show the largest effects on the estimates of maximum 
annual doses from 12'1. This confirms the relative importance of 
these three parameters to maximum ADE from all radionuclides 
(Table 6-13 in the main text), because is the major contri- 
butor to dose for times up to 10' a. 

Table E-4 also indicates the i n i t i a l  inventory of 1 2 9 ~  in used fuel and the 
groundwater velocity scaling factor are approximately equally significant 
to the maximum ADE to 1 0 5  a resulting from 1291. This appears to contra- 
dict Table 6-13, which does not include t-he i n i t i a l  inventory of 1 2 9 ~  in 
used fuel as an important parameter. In fact, the results are not contra- 
dictory: the difference is attributable to the different methods of analy- 
sis. In Table 6-13 in the main text, the parameters are ranked according 
to the fractional factorial screening analysis, in which parameter values 
are either near the ends or in the centre of the range of possible values 
(at the 0.01, 0.99 or 0.50 quantiles). In Table E-4, parameter values are 



TABLE E-4 

CORRELATION COEFFICIENTS SUMMARIZING EFFECTS OF 

SEVEN IMPORTANT VAULT PARAMETERS* 

Parameter 

Correlation Coefficients: 
Releases from Maximum Annual 
the vault for Dose from 
14c 12gI 14c 12gI 

Tortuosity of the lower rock zone -0.12 -0.28 -0.45 -0.55 
Groundwater velocity scaling factor 0.25 0.46 0.36 0.12 
Buffer anion correlation parameter 0.36 0.56 0.10 0.18 

0.74 
* * 

Initial inventory of 14c in used fuel 0.18 
* * 

Initial inventory of 12'1 in used fuel 
* * 

0.53 
* * 

0.13 
Instant-release fraction for 14c 0.42 

* * 
0.12 

* * 
Instant-release fraction for 12'1 

* * 
0.14 

* * 
0.08 

* 
These correlation coefficients are calculated from the plots discussed in Sections E.4.2 to 
E.4.4; they reflect the spread of results about a trend line. A correlation coefficient equal to 
zero implies that there is no relationship between the estimated variable and the parameter 
and that there is a wide spread of plotted points about the trend line. Correlation coefficients 
of +1 or -1 imply that there is a linear relationship between these parameters. 
These data were obtained from a set of 10 000 randomly sampled simulations. Confirmation 
studies, using four sets of 1000 randomly sampled simulations, produce similar results; for 
example, 90% of the results from all four sets agree to within k0.04 units. 

- "  

The parameters are specific to another radionuclide. 

selected randomly according to their assigned PDFs. This means that, with 
respect to the extremes of the PDFs, the initial inventory of 12'1 is not a 
comparatively important parameter, but it is equally as important as the 
groundwater velocity scaling factor on the basis of random sampl-ing. 

E.4.2 EFFECTS OF INVENTORIES AND INSTANT-RELEASE FRACTIONS 

Figures E-2 to E-5 are scatter plots showing the effects of the initial 
inventories of 14c and 1 2 9 ~  and the instant-relcasc fractions of 14c and 
12gI. 

- Parts (a) of the fi ures show the effects on the vault. perfor- 
mance measure for "C or 1 2 y ~ ,  and 

- Parts (b) show the effects on the maximum ADEs from 14c or 12'I. 
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FIGURE E-2: Effect of the Initial Inventory ot 14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the initial inventory of 14c in used fuel. The vertical axes are 

(a) the vault performance measure for 14c, defined as the total estimated amount of 14c 
released from the vault up to 105 a; and 

(b) the maximum annual dose estimate from 4~ up to 1 o5 a. 
The correlation coefficients for the trend lines are 0.74 for the vault performance measure, and only 
0.1 8 for the maximum annual dose estimate, indicating that parameters for the geosphere and 
biosphere models contribute additional variability. The slopes of the trend lines are actually close to 
unity, indicating the 14c performance measure and maximum annual dose from 14c tend to 
increase proportionally with the initial inventory of 14c. 
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FIGURE E-3: Effect of the Initial Inventory of 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the initial inventory of in used fuel. The vertical axes are 

(a) the vault performance measure for 29~, defined as the total estimated amount of 291 
released from the vault up to 1 o5 a; and 

(b) the maximum annual dose estimate resulting from 1291 up to 1 o5 a. 
Correlation coefficients for the trend lines are 0.53 for the vault performance measure and only 0.13 
for the maximum ADE, indicating that parameters for the geosphere and biosphere models contribute 
additional variability. The slopes of the trend lines are close to unity, indicating the 12'1 performance 
measure and maximum annual dose from 291 tend to increase proportionally with the initial 
inventory of 29~. 
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FIGURE E-4: Effect of the ~nstant- ele ease Fraction for 14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the instant-release fraction (a dimensionless parameter) of 4~ in used fuel. The vertical 
axes are 

(a) the vault performance measure for 14c up to 1 o5 a, and 
(b) the maximum annual dose estimate from 14c up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.42 for the vault performance measure and only 
0.12 for the maximum annual dose estimate, indicating that parameters for the geosphere and 
biosphere models contribute additional variability. The slopes of the trend lines are close to unity, 
indicating the 14c performance measure and maximum annual dose from 1 4 ~  tend to increase 
proportionally with the instant-release fraction for 4 ~ .  
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FIGURE E - 5 :  Effect of the ~nstant-  el ease Fraction for 1 - 2 9 ~  

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the instant-release fraction (a dimensionless parameter) of 1291 in used fuel. The vertical 
axes are 

(a) the vault performance measure for 2 9 ~  up to 1 o5 a and 
(b) the maximum annual dose estimate resulting from 1591 up to lo5  a. 

The correlation coefficients for the trend lines are 0.1 4 for the vault performance measure and 0.08 
for the maximum annual dose estimate, suggesting that parameters for the geosphere and biosphere 
models contribute additional variability. The slopes of the trend lines are not as close to unity as 
those in Figures E-2 to E-4 because the uncertainty in other parameters masks the effect (as 
indicated b the small values of the correlation coefficients). However, the slopes correctly indicate 
that the 12'1 performance measure and maximum annual dose resulting from 12'1 tend to increase 
with the instant-release fraction of 291. 



The trend lines show effects that are similar to those discussed for the 
deterministic sensitivity analysis: their slopes (except for the line for 
the maximum ADE versus instant-release fraction of 12'1) are all near 
unity. This conforms with the conclusion in Section D.6 in Appendix D that 
the maximum ADEs and the vault performance measures are proportional to 
initial inventories and instant-release fractions. The slope is not quite 
unity for maximum ADE and instant-release fraction of 1291 (part (b) of 
Figure E-5) because the uncertainty in the other parameters is so large 
that it masks the effect. Nevertheless, the maximum ADE shows the expected 
trend; it tends to increase with increases in the instant-release fraction 
for 12'1. This trend is also obtained for the maximum ADE from all radio- 
nuclides because 12'1 is the major contributor to dose for times up to 
105 a. 

The magnitudes of the correlation coefficients are larger for the scatter 
plots involving the vault performance measures, compared with the scatter 
plots involving the maximum ADEs. This implies that these four parameters 
have a greater effect on the performance measures than on the maximum ADEs. 
More precisely, our analysis shows that other parameters used in the 
geosphere and biosphere models outweigh these vault parameters in their 
effects on the maximum ADE. 

E.4.3 EFFECTS OF THE BUFFER ANION CORRELATION PARAMETER 

Figures E-6 and E-7 show the effects of the buffer anion correlation para- 
meter for 14c and 12'1. The results of the sensitivity analysis of the 
median-value simulation (Section D.6.3 in Appendix D) shows that there is a 
nonlinear relationship between this parameter and the vault performance 
measures and the maximum ADE. This nonlinear behaviour is not obvious in 
Figures E-6 and E-7. 

The magnitudes of the correlation coefficients are larger for the scatter 
plots involving the vault performance measures, compared with the scatter 
plots involving the maximum ADEs, implying that the buffer anion correla- 
tion parameter has a greater effect on the performance measures than on the 
maximum AUEs. That is, other parameters used in the yeosphere a ~ i d  
biosphere models outweigh the buffer anion correlation parameter in their 
effects on the maximum ADE. 

It is also possible to confirm that the buffer anion correlation parameter 
is an important parameter affecting the maximum ADE (and, therefore, it 
appears in Table 6-13 in the main text). This confirmation comes from 
examining the magnitude of the correlation coefficient for 12'1 from the 
trend line for the maximum ADE resulting from 12'1 (part (b) of Figure E-7) 
and from recalling that is the major contributor to maximum ADE for 
times up to lo5 a. The value of this correlation coefficient for the 
buffer anion correlation parameter is 0.18, somewhat larger than the 
corresponding values for the initial inventory of 12'1 (0.13; part (b) of 
Figure E-3) and the instant-release fraction of 12'1 (0.08; part (b) of 
Figure E-5. 
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t i  - 6 :  Effect of the Butter Anion Correlation Parameter on  Results 
for 14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the buffer anion correlation parameter (a dimensionless correlation parameter). The 
vertical axes are 

(a) the vault performance measure for 4~ up to 1 o5 a, and 
(b) the maximum ADE resulting from 4~ up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.36 for the vault performance measure and only 
0.1 0 for the maximum ADE, indicating that parameters for the geosphere and biosphere models 
contribute addltlonal variability. 



t 1 value 
below 10 

- m . > 
E 
m 
U) 
0 
P 
a3 
hl 
r;. 1 0 ' ~  - - 
Q 
3 
s 

2 10-lo 
x 

35 values 

10 -I2 below 10 .I2 
I 

I I 
I 

l o -6  loq4 
Buffer Anion Correlation Parameter [ ] 

FIGURE E-7: Effect of the Buffer Anion Correlation Parameter on Results 
for 1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the buffer anion correlation parameter (a dimensionless correlation parameter). The 
vertical axes are 

(a) the vault performance measure for up to 1g5 a, and 
(b) the maximum ADE resulting from 1291 up to 10 a. 

The correlation coefficients for the trend lines are 0.56 for the vault performance measure and only 
0.1 8 for the maximum ADE, indicating that parameters for the geosphere and biosphere models 
contribute additional variability. 



E.4.4 EFFECTS OF PROPERTIES OF THE SURROUNDING ROCK 

Figures E-8 and E-9 show the effects of the tortuosity of the lower rock 
zone on results for 14c and 12'1, Figures E-10 and E-11 show corresponding 
effects of the groundwater velocity scaling factor. 

The results of the sensitivity analysis of the median-value simillation have 
shown that these two parameters have complex effects because they change 
the time dependence of estimated releases from the vault (Section D.6.4 in 
Appendix D). They also have strong effects on the maximum ADEs to lo5 a 
because they further act to delay contaminant transport through the geo- 
sphere (Sections D.7.3 and D.7.6 in Appendix D). 

For the tortuosity of the lower rock zone, the magnitudes of the correla- 
tion coefficients are greater for the scatter plots involving the maximum 
ADEs, compared with the scatter plots involving the vault performance 
measures. 

For the groundwater velocity scaling factor, the same pattern occ~lrs for 
14c, but shows the opposite pattern. This difference is attributed to 
the relatively short half-life of 14c (discussed previously in in 
Section D.7 in Appendix D). That is, the vault performance measures for 
14c and 12'1 tend to be greater for larger scaling factors because more of 
the radionuclides are drawn out of the vault. However, the effect of 
greater scaling factors on estimated dose is more complex: doses tend to be 
larger because the radionuclides arrive earlier (more important for short- 
lived 14c than 12'1), but doses are also attenuated because more uncontami- 
nated water can reach the well, and less of the contaminant plume moving up 
LD1 will be captured. 

~t is also possible to confirm that the tortuosity of the lower rock zone 
is an important parameter affecting the maximum ADE (and, therefore, it 
appears in Table 6-13 in the main text). This confirmation comes from 
examining the magnitude of the correlation coefficient for 1 2 9 ~  for the 
maximum ADE from 12'1 (parts (b) of Figures E-9 and E-11) and recalling 
that 12'1 is the major contributor to the rnaxil~~ulll ADE for times up to 
lo5 a. The value of this correlation coefficient for the tortuosity of the 
lower rock zone is -0.55, greater (in absolute magnitude) than all other 
related correlation coefficients. 

The groundwater velocity scaling factor is less important. Its correlation 
coefficient is 0.12, one of the largest values observed for but much 
less than the correlation coefficient for tortuosity. 

E.5 SENSITIVITY ANALYSIS OF THE GEOSPHERE MODEL 

E.5.1 IMPORTANT PARAMETERSE 

The screening of parameters from the probabilistic simulations of the 
system model has identified six important parameters used in the geosphere 
model and its linkage with the biosphere model (Table 6-13 in the main 
text). They are 
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FIGURE E - 8 :  Effect of the Tortuosity of the Lower Rock zone on Results 
for 1 4 ~  

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the tortuosity of the lower rock zone (tortuosity is a measure of the increased distance for 
diffusive transport resulting from the winding nature of the interconnected aqueous pathway; it is a 
dimensionless parameter). The vertical axes are 

(a) the vault performance measure for 14c up to lo5 a, and 
(b) the maximum ADE resulting from 14c up to 1 o5 a. 

The correlation coefficients for the trend lines are -0.1 2 for the vault performance measure and -0.45 
for the maximum ADE. This increase (in absolute value) arises because the tortuosity of the lower 
rock zone is also an important factor in the geosphere model. 
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FIGURE E-9: Effect of the Tortuosity of the Lower Rock Zone on Results 
for  1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the tortuosity of the lower rock zone a dimensionless parameter). The vertical axes are 

(a) the vault performance measure for 691 up to 105 a, and 
(b) the maximum ADE resulting from 291 up to 105 a. 

The correlation coefficients for the trend lines are -0.28 for the vault performance measure and -0.55 
for the maximum ADE. This increase (in absolute value) arises because the tortuosity of the lower 
rock zone is also an important factor in the geosphere model. 
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FIGURE E-10: Effect of the Groundwater Velocity Scaling Factor on Results 
for 14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the groundwater velocity scaling factor (a dimensionless parameter). The vertical axes 
are 

(a) the vault performance measure for ' 4~ up to 1 o5 a, and 
(b) the maximum ADE resulting from 14c up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.25 for the vault performance measure and 0.36 
for the maximum annual dose estimate. This increase arises because the groundwater velocity 
scaling factor is also an important factor in the geosphere model. For the reference disposal 
system, greater values of the groundwater velocity scaling factor tend to produce larger maximum 
ADEs for 14c because larger quantities are more likely to reach the biosphere before its undergoes 
radioactive decay. 
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FIGURE E-11: Effect of the Groundwater Velocity Scaling Factor on Results 
for 1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the groundwater velocity scaling factor (a dimensionless parameter). The vertical axes 
are 

(a) the vault performance measure for 1291 up to l o5  a, and 
(b) the maximum ADE resulting from 1291 up to lo5 a. 

The correlation coefficients for the trend lines are 0.46 for the vault performance measure and 0.12 
for the maximum ADE. This decrease arises because the groundwater velocity scaling factor is also 
an important factor in the geosphere model. For the reference disposal system, greater values of 
the groundwater velocit scaling factor tend to produce larger maximum ADEs for 1291. The effect is 
less pronounced for 12Jl than for I4c (Figure E-1 I )  because of 1291 has a much longer half-life. 



- Tortuosity of the lower rock zone (a measure of the increase in 
the effective distance for transport hy diffusion resultjng from 
the winding nature of the interconnected aqueous pathway); 

- Groundwater velocity scaling factor (describes uncertainty in 
groundwater velocities in the transport network and used in such 
a way that groundwater velocities in all segments are increased 
or decreased by the same amount); 

- Free-water diffusion coefficient for iodine (describing 
transport by diffusion in water); 

- The retardation factor of iodine in compacted organic lake 
sediment (equal to the ratio of the groundwater velocity to the 
transport velocity of iodine in moving water; its minimum value 
is one, meaning that the contaminant moves at the same velocity 
as groundwater, whereas a value greater than unity means that the 
contaminant is moves slower than the groundwater); 

- The thickness of compacted lake sediment at Boggy Creek South; 
and 

- The depth of the well (overburden wells are relatively shallow, 
extending only into the overburden that overlies the rock of the 
geosphere; bedrock wells are deeper, and we assume that they 
always intersect fracture zone LD1). 

These parameters are important in the probabilistic simulations, in the 
sense that variations from their 0.01 to 0.33 quantiles result in signifi- 
cant changes to the maximum ADEs to humans. From the results in Table 6-13 
in the main text it is clear that the effects of the first three parameters 
are considerably stronqer than the effects of the last three. 

Another fractional factorial screening study was directed at the geosphere 
performance measures for 12'1 and 14c. The eosphere performance measure 
for 12'1 is defined as the total amount of "'1 that leaves the geosphere 
divided by the total amount of 12'1 that enters the geosphere, over lo5 a. 
A similar performance measure is defined for 14c. This study identified 
two additional parameters that had modcratc to wcak effects on the 
geosphere performance measures (Table E-1): 

- the free-water diffusion coefficient for carbon, and 

- the retardation factor of carbon in compacted organic lake 
sediment. 

One other parameter listed in Table E-1, the thickness of overburden at 
Boggy Creek South, has very weak effects and is not discussed further. 

Only two of the eight parameters listed above are not identified in sensi- 
tivfty analysis of the median-value simulation (Sections 6.3.3 in the main 
text and D.5 to D.8 in Appendix D): the retardation factors for iodine and 
carbon in compacted organic lake sediment. In the median-value simulation, 
we assume that the well (and not the lake) is the source of drinking water 
for the critical group. As a consequence, parameters describing processes 



in the lake (including retardation factors) are relatively unimportant in 
the median-value simulation. 

Scatter plots are used to show the effects of the important parameters. 
The effects are shown for the geosphere performance measures for 12'1 and 
14c, and the maximum ADE up to lo5 a from and 14c. Each plot includes 
a trend line and its associated 95% confidence bands. The trend line (or 
regression line) is the least-squares fit (Section A.4.3.2 in Appendix A) 
to the logarithm of the parameter values and the logarithm of the estimated 
variables. The associated 95% confidence bands put bounds on the location 
of this trend line (Section A.4.3.3 in Appendix A). 

Correlation coefficients measure the extent to which the data fits the 
regression line (Section A.4.3.2). The degree of spread of data points 
about the trend line is a reflection of the effects of the range of 
possible values of the other parameters. Correlation coefficienLs vary 
from +1 to -1: values near +1 or -1 indicate a linear relationship between 
the estimated variable and the parameter, whereas values near zero imply no 
such relationship exi-sts . 

Table E-5 shows the correlation coefficients calculated for the eight para- 
meters listed above. The results in the table show that 

- For most parameters, the correlation coefficients are closer to 
+1 or -1 for the geosphere performance measures than for the 
maximum ADE. This occurs because of the added variability of the 
vault and biosphere models that affect the ADEs. 

- The first three parameters on the list have the largest correla- 
tion coefficients for the maximum ADE from 12'1. This is fully 
consistent with the relative importance of these same parameters 
to the maximum ADE from all radionuclides (Table 6-13 in the main 
text) and follows because is the major contributor to dose 
for times up to lo5 a. 

The effects that these parameters have on the mean of the maximum AUES are 
similar to the effects on the dose estimate from the median-value simula- 
tion, described in Section D.7 in Appendix D. In particular, the tortu- 
osity of the lower rock zone is again an important parameter, followed by 
the groundwater velocity scaling factor. However, the results here 
indicate that the tortuosity is clearly the most important parameter. In 
fact, the variability in maximum estimated dose is more the result of the 
uncertainty in the tortuosity than the uncertainty in all other parameters. 

E.5.2 EFFECTS OF TORTUOSITY OF THE LOWER ROCK ZONE 

Uncertainty in the tortuosity of the lower rock zone is the largest source 
of variabilit in the maximum ADE and the geosphere performance measures 
for 14c and '''1. The ADEs up to lo5 a are also much smaller when the 
tortuosity is large. 

The tortuosity of the lower rock zone controls the transport of contami- 
nants across the diffusion barrier of the lower rock zone, including rock 
wfthin the waste exclusion distance that isolates the vault rooms from 
fracture zone LD1. 



TABLE E - 5  

g 

OO* 

Parameter 

Correlation Coefficients 

Geosphere Maximum Annual 
Performance Dose to l o 5  a 
Measure for t rom 
14c 1 2 g I  1 4 c  1 2 g I  

Tortuosity of the lower rock zone - 0 . 6 6  - 0 . 8 6  - 0 . 4 5  - 0 . 5 5  
Groundwater velocity scaling factor 0 . 5 3  0 . 1 5  0 . 3 6  0 . 1 2  * * 

0 . 2 3  
* * Free-water diffusion coefficient (iodine) 0 . 1 3  

Thickness of compacted lake sediment at 
Boggy Creek south* * * - 0 . 1 2  - 0 . 0 8  - 0 . 0 7  - 0 . 0 4  

Depth of the well 0 . 0 3  - 0 . 0 3  0 . 0 8  0 . 0 6  
Ketardation factor of iodine in compacted 

organic lake sediment*** 
* * * * 

- 0 . 2 0  - 0 . 1 1  
Retardation factor of carbon in compacted 

organic lake sediment*** * * - 0 . 2 8  * * - 0 . 1 5  * * 
0 . 1 4  

* * 
Free-water diffusion coefficient (carbon) 0 . 1 8  

These correlation coefficients are calculated from a set of 10 000 randomly sampled 
simulations; they reflect the spread of results about the trend lines shown in the figures and 
discussed in Sections E.5.2 to E.5.4. A correlation coefficient equal to zero implies that 
there is no relationship between the estimated variable and the parameter and that there is 
a wide spread of plotted points about the trend line. Correlation coefficients of +1 or -1 
imply that there is a linear relationship between these parameters. 
The results of this table indicate the two parameters with largest effects are the tortuosity of 
the lower rock zone and the groundwater velocity scaling factor. 

1 C  

The parameters are specific to another radionuclide. 

tt* 

Calculation of the geos here performance measure for these parameters considers the 
amounts of I4c and that exit from the compacted lake sediment. That is, the "end" of 
the geosphere is taken to be the top of the compacted lake sediment. For all other 
parameters (and in Section E.3), the calculation of the geosphere performance measure 
assumes that the end of the geosphere is the top of the overburden. Figure E-19 (and 
others) illustrates results using both the top of the compacted lake sediment and the top of 
the overburden. 



The sensitivity of the geosphere model to the tortuosity of the lower rock 
zone is clearly evident when observing the performance of the geosphere 
model alone, eliminating the variability resulting from the vault and 
biosphere models. Figure E-12 shows two scatter plots where the geosphere 
performance measure for 14c and the maximum ADE to lo5 a resulting from 14c 
are plotted against the tortuosity. Figure E-13 shows similar results ror 
12'1. The two figures show that the variation of the tortuosity causes a 
variation of 5 or more orders of magnitude in the geosphere performance 
measures and maximum ADEs. The trend lines indicate that the performance 
measure and maximum ADEs tend to decrease as the tortuosity increases. A 
similar trend is observed in the sensitivity analysis of the median-value 
simulation (Section D.7.6 in Appendix D). 

Figure 6-21 (Section 6.5.5 in the main text) shows a scatter plot of 
maximum ADE from at lo4 and lo5 a and tortuosity of the lower rock 
zone. (Parts (b) of Figures 6-21 and E-13 are identical.) There is more 
variability at lo4 a than lo5 a because the leading edge of 1 2 9 ~  discharges 
is just starting (and is more variable) at the earlier time. That is, 
uncertainty in the tortuosity of the lower rock zone results in more vori- 
ability in the ADE at early times that at late times because the tortuosity 
is effective only in delaying the movement of 12'1. 

Tortuosity has been assigned the triangular probability density function 
(Davison et al. 1994) shown in Figure E-14, with a range from 2.0 to 8.0, a 
most probable value (mode) of 3.0 and a median value of 4.1. This varia- 
tion of tortuosity results in the large variations shown in Figures E-12, 
E-13 and 6-21 (upon which is superimposed the effects of the other para- 
meters). The tortuosity of the lower rock zone is important because of 

- the sensitivity of transport by diffusion to this parameter, and 

- the effects of its range of possible values. 

The distribution of values for this parameter reflects the uncertainty in 
characterizing the diffusion properties of the lower rock zone. Section E.7 
examines how some changes to the PDF for the tortuosity of the lower rock 
zone would affect ADEs. 

E.5.3 EFFECTS OF THE GROUNDWATER VELOCITY SCALING FACTOR 

The groundwater velocity scaling factor is applied uniformly to the entire 
network of segments simulated in the geosphere model (Section 5 . 4  in the 
main text) and reflects the uncertainty in our knowledge of the groundwater 
flow system for the reference disposal system over the time period of the 
simulations. The discussion in Section D.7.3 in Appendix D shows that the 
groundwater velocity scaling factor affects 

- The drawdown of hydraulic heads caused by the well, which influ- 
ences groundwater flow velocities toward L11e well arid the amount 
of diluting water captured by the well; 

The capture of contaminants by a well that is sufficiently deep 
to intersect fracture zone LD1: 
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FIGURE E-12: Effect of the Tortuosity of the Lower Rock Zone on Results 
for 14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the tortuosity of the lower rock zone (a dimensionless parameter). The vertical axes are 

(a) the geosphere performance measure for 4 ~ ,  defined as the total estimated amount of 
14c that leaves the eosphere divided by the total amount of 14c that enters the 

!! geosphere, over 10 a; and 
(b) the maximum ADE from 4~ up to 1 o5 a. 

The correlation coefficients for the trend lines are -0.66 in part (a) and -0.45 in part (b). These plots 
confirm that the tortuosity of the lower rock zone has a very large influence on the geosphere 
performance measure for 14c and the maximum annual dose resulting from 14c. Larger values of 
tortuosity generally yield smaller performance measures and ADEs. 
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FIGURE E-13; Effect of the Tortuosity of the Lower- Ruck Z u r i e  or1 Results 
for 1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the tortuosity of the lower rock zones (a dimensionless parameter). The vertical axes are 

(a) the geosphere performance measure for 1291, defined as the total estimated amount of 
2 9 ~  that leaves the eosphere divided by the total amount of 2 9 ~  that enters the 2 geosphere, over 10 a; and 

(b) the maximum ADE from 1291 up to lo5 a. 
The correlation coefficients for the trend lines are -0.86 in part (a) and -0.55 in part (b). These plots 
confirm that the tortuosity of the lower rock zone has a very large influence on the geosphere 
performance measure for 291 and the maximum annual dose from 1291. Larger values of tortuosity 
generally yield smaller performance measures and ADEs. 
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FIGURE E-14: Probability Density Function for Tortuosity 

The tortuosity of the lower rock zone is characterized by a triangular PDF, with values ranging from 
2.0 to 8.0. The most probable value, or mode, of the distribution is 3.0, its median is 4.1, and its mean 
(average) is 4.33. 

- The release of contaminants from the vault through changes to the 
mass transfer coefficients; and 

- The convective transport in moving groundwater of contaminants in 
all segments, including those within the waste exclusion distance. 

The effects are not readily observed in the randomly sampled simulations, 
but the probabilistic sensitivity analysis indicates its net effect: lower 
values of the groundwater velocity scaling factor generally lead to smaller 
estimates of annual dose. 

Figure E-15 shows two scatter plots where, the geos here performance 
measure for 14c and the maximum ADE to a from lJiC are plotted against 
the roundwater velocity scaling factor. Figure E-16 shows similar results 
for q291. These figures show 

- the effects of the groundwater velocity scaling factor are much 
less important than the effects of the tortuosity of the lower 
rock zone, 
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FIGURE E-15: Effect of the Groundwater Velocity Scaling Factor on Results 
for 1 4 ~  

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the groundwater velocity scaling factor (a dimensionless parameter). The vertical axes 
are 

(a) the geosphere performance measure for 4~ over 1 o5 a, and 
(b) the maximum ADE from 4~ up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.53 in part (a) and 0.36 in part (b). These plots 
show that higher groundwater velocities general1 result in greater geosphere performance measures 
for 146 and larger maximum annual doses from r4C. 
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FIGURE E-16: Effect of the Groundwater Velocity Scaling Factor on Results 
for 1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal axes 
show the groundwater velocity scaling factor (a dimensionless parameter). The vertical axes are 

(a) the geosphere performance measure for 1291 over 1 o5 a, and 
(b) the maximum ADE from 1291 up to lo5 a. 

The correlation coefficients for the trend lines are 0.1 5 in part (a) and 0.1 2 in part (b). These plots 
show that higher groundwater velocities generally result in greater geosphere performance measures 
for and larger maximum annual doses from 1291. 



the trends are stronger for 14c than for 12'1, and 

Thc maximum ADE to lo5 a and the geosphere performance measures 
for 14c and for 12'1 all tend to increase with larger values of 
the groundwater velocity scaling factor. 

Figure E-17 shows separately the effects of the scaling factor on two 
groups of simulations: in one group the source of domestic water is the 
well and in the other it is the lake. To isolate an effect of the well, we 
use a modified geosphere performance measure in part (a) of the fi ure. 
The original geosphere performance measure is the total amount of q291 that 
leaves the geosphere divided by the total amount of that enters the 
geosphere, over l o 5  a. The modified geosphere performance measure is the 
amount of 12'1 that leaves from the well divided by the total amount of 
12'1 that enters the geosphere, over lo5 a. Thus parts (a) and (b) of the 
figure deal with the amount of 12'1 that is discharqed to the well and to 
the lake. The trend lines show that the performance measure inlcreases as 
the scaling factor increases for the lake simulations but decreases for the 
well simulations. 

We attribute these different trends to the complex relationship between 
groundwater transport and the other parts of the disposal system. For 
example, the negative slope for simulations involving the well is consis- 
tent with the capture of smaller fractions of the contaminant plume as the 
groundwater velocity scaling factor increases (see Figure D-43 in 
Appendix D), whereas the positive slope for simulations involving the lake 
is consistent with the more rapid transport of contaminants from the 
disposal vault to the biosphere (Figure D-48 in Appendix D). (A plot using 
the original geosphere performance measure for the well simulations shows a 
trend similar to that for the lake because the amount of not captured 
by the well is discharged to the lake.) In the sensitivity analysis of the 
median-value simulation for the geosphere model (Section D.7 in 
Appendix D), we describe the complex interplay between the groundwater 
velocity scaling factor, the depth of the well and the volume of water 
drawn from the well (which is a function of the number of persons making up 
the household of the critical group). Although these effects can be 
observed in the median-value simulation, they are not as clearly evident in 
the probabilistic simulations because the variation of the other parameters 
obscures all but the strongest effects. 

EFFECTS OF OTHER GEOSPHERE PARAMETERS 

We discuss in this section the effects of the six other parameters: 

the free-water diffusion coefficient for iodine, 

- the retardation factor of iodine in compacted organic lake 
sediment, 

the thickness of compacted lake sediment at Boggy Creek South, 

the depth of the well, 

the free-water diffusion coefffcient for carbon, and 
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FIGURE E-17: Effects of the Groundwater velocity scaling b'actor on simula- 
tions Involving the Well and Lake 

Each plot shows approximately 5000 data points, with the groundwater velocity scaling factor (a 
dimensionless parameter) on the horizontal axis. We illustrate a subtle effect of the well through the use 
of a modified geosphere performance measure on the vertical axis: 

- Part (a) applies to approximately 5000 simulations where the well is the source of drinking 
water, and the modified geosphere performance measure is the amount of lZ9l that leaves 
from the well divided by the total amount of 1291 that enters the geosphere, over 1 o5 a. 

- Part (b) applies to approximately 5000 simulations where the lake is the source of drinking 
water, and the (original) geosphere performance measure is the total amount of 1291 that 
leaves the geosphere divided by the total amount of 1291 that enters the geosphere, over 
105 

The correlation coefficients for the trend lines are -0.1 6 in part (a) and 0.1 6 in part (b). The slopes of the 
two trend lines have different signs, showing opposite relationships between the groundwater velocity 
scaling factor and the geosphere performance measures for the well and the lake (see text). 



- the retardation factor of carbon in compacted organic lake 
sediment. 

The correlation coefficients for these parameters (Tables 6-13 in the main 
text, -E-1 and E-5) show that the effects of these parameters are much 
smaller than the effects of the tortuosity of the lower rock zone and the 
groundwater velocity scaling factor. In general, effects can only be 
readily discerned using statistical tools. 

Figures E-18 and E-19 show the effects of the free-water diffusion coeffi- 
cients for carbon and iodine. The trend lines show the expected effect: 

- the geosphere performance measures and the maximum ADEs tend to 
increase with greater values of the free-water diffusion coeffi- 
cients, which correspond to increased rates of transport of 14c 
and 12'1 through the rock of the geosphere. 

The effects of the retardation factors of carbon and iodine in compacted 
organic lake sediment are shown in Figures E-20 and E-21. The original 
geosphere performance measures, plotted in part (a) of the figures, show 
weak trends or no trends; however, the expected trends can be unraveled 
using the modified performance measures shown in part (b) of the figures. 
The slopes of the trend lines in parts (b) and (c) of Figures E-20 and E-21 
indicate that 

- the geosphere performance measures and the maximum ADEs tend to 
decrease with larger values of the retardation factors of carbon 
and iodine in compacted organic lake sediment, which correspond 
to increased delays in the transport of 14c and 12'1. 

Figures E-22 and E-23 show the effects of the thickness of compacted lake 
sediment at Boggy Creek South. As in the previous figures, we use modified 
qeosphere performance measures to illustrate the weak trends. The  slopes 
of the trend lines in parts (b) and (c) of Figures E-22 and E-23 show that 

- the geosphere performance measures and the m a x i m r i m  AnGs tend to 
decrease with greater values for the thickness of the compacted 
lake sediment, which produces increased delays in the transport 
of 14c and 12'1. 

Figures E-24 and E-25 show the effects of the depth of the well. In 
Sections 5.4 in the main text and D.7 in Appendix D, we identify two broad 
clarifications of wells; overburden and bedrock wells. The former wells 
are relatively shallow and extend only into the overburden, whereas the 
latter are deeper and extend into the rock of the geosphere. We also 
change the location of the bedrock wells from o n e  simulation to the next: a 
bedrock well is constrained to lie along the centre of the contaminant 
plume, such that it intersects fracture zone LD1 at the deepest possible 
spot. The slopes of the trend lines in Figures E-24 and E-25 show that 

- the geosphere erformance measure for 14c and the maximum ADEs 
from 14c and '''1 tend to increase with greater values of the 
dc th of the well, whereas the geosphere performance measure for 
12'1 shows a small decrease with greater depths of the well. 
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FIGURE E-18: E f f e c t  o f  t h e  Free-Water D i f f u s i o n  C o e f f i c i e n t  f o r  Carbon 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the free-water diffusion coefficient for carbon. The vertical axes are 

(a) the geosphere performance measure for over 1 o5 a; and 
(b) the maximum ADE from 14c up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.18 in part (a) and 0.14 in part (b). These plots 
show that greater free-water diffusion coefficients for carbon generally result in greater geosphere 
performance measures for I4c and larger maximum ADEs from I4c because of the increased rate of 
transport of I4c through the rock of the geosphere. 
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FIGURE E-19: Effect of the Free-Water Diffusion Coefficient for Iodine 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes show the free-water diffusion coefficient for carbon. The vertical axes are 

(a) the geosphere performance measure for 2 9 ~  over 1 o5 a; and 
(b) the maximum ADE from 2 9 ~  up to 1 05 a. 

The correlation coefficients for the trend lines are 0.23 in part (a) and 0.13 in part (b). These plots 
show that greater free-water diffusion coefficients for iodine general1 result in greater geosphere 
performance measures for 12'1 and larger maximum ADEs from 12Jl because of the increased rate 
of transport of 1291 through the rock of the geosphere. 
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FIGURE E-20: Effect of Retardation Factor of Carbon in Compacted Organic 
Lake Sediment 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes plot the parameter describing the extent of sorption of 14c on compacted organic lake sediment 
(expressed as a dimensionless retardation factor). The vertical axes are 

(a) The (original) geosphere performance measure for ' 4~ over 1 o5 a; 
(b) A modified geosphere performance measure, defined to be the total estimated amount of 

4~ that leaves the geosphere (where the exit point is taken to be the top of the com acted P lake sediment) divided by the total amount of 4~ that enters the geosphere over 10 a; and 
(c) The maximum ADE from 14c up to lo5 a. 

The correlation coefficients for the trend lines are approximately 0.01 in part (a), -0.28 in part (b), and 
-0.15 in part (c). These plots show that larger retardation factors for carbon generally result in lower 
geosphere performance measures for 4~ and smaller maximum ADEs from 4~ because of 
additional delays in the transport of 14c to the biosphere. 
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FIGURE E-21: Effect of the Retardation Factor of Iodine in Compacted 
Organic Lake Sediment 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes plot the parameter describing the extent of sorption of 1291 on compacted organic lake 
sediment (expressed as a dimensionless retardation factor). The vertical axes are 

(a) The (original) geosphere performance measure for 2 9 ~  over 1 05 a; 
(b) A modified geosphere performance measure, defined as the total estimated amount of 1291 

that leaves the geosphere (where the exit oint is taken to be the top of the com acted lake ! sediment) divided by the total amount of 1991 that enters the geosphere over 10 a; and 
(c) The maximum ADE from 1291 up to 1 05 a. 

The correlation coefficients for the trend lines are -0.01 in part (a), -0.20 in part (b), and -0.1 1 in part 
(c). These plots show that reater retardation factors for iodine generally result in smaller geosphere 
performance measures for 8291 and smaller maximum ADES from 12'1, because of additional delays 
in the transport of 291 to the biosphere. 
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FIGURE E-22: Effect of the Thickness of Compacted Lake Sediment on Results 
for 1 4 ~  

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes plot the thickness of the compacted lake sediment at Bo gy Creek South. The vertical axes are 

(a) the (original) geosphere performance measure for liiC over 1 05 a: 
(b) a modified geosphere performance measure for 14c (see text) over 1 o5 a; and 
(c) the maximum ADE from I4c up to lo5  a. 

The correlation coefficients for the trend lines are 0.02 in part (a), -0.12 in part (b), and -0.07 in part 
(c). These plots show that greater thicknesses of the compacted organic lake sedimen~~enerally 
result in smaller geosphere performance measures for 14c and maximum ADEs from C because 
of additional delays in the transport of 14c to the biosphere. 
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FIGURE E-23: Effect of the Thickness of Compacted Lake Sediment on Results 
for 1291 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes plot the thickness of the compacted lake sediment at Bo y Creek South. The vertical axes are 

(a) the (original) geosphere performance measure for lSlsl over 1 05 a: 
(b) a modified geosphere performance measure for 12'1 (see text) over lo5 a; and 
(c) the maximum ADE from 2 9 ~  up to 1 o5 a. 

The correlation coefficients for the trend lines are 0.00 in part (a), -0.08 in part (b), and -0.04 in part 
(c). These plots show that greater thicknesses of the com acted organic lake sediment enerally 
result in smaller geosphere performance measures for 12$ and maximum ADEs from 1 ~ 1  because 
of additional delays in the transport of 1291 to the biosphere. 
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FIGURE E - 2 4 :  E f f e c t  of t h e  W e l l  D e p t h  on  R e s u l t s  f o r  14c 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal 
axes plot the depth of the well used to supply water to the critical group. The vertical axes are 

(a) the (original) geosphere performance measure for 4~ over 1 05 a; and 
(b) the maximum ADE resulting from 4~ up to 1 05 a. 

The cor.relation coefficients for the trend lines are 0.03 in part (a) and 0.08 in part (b). These plots 
show that deeper wells tend to result in larger geosphere performance measures for 4~ and 
maximum ADEs from 4 ~ ,  although the effects are extremely weak. 
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FIGURE E-25: Effect of the Well Depth on Results for 

These scatter plots show the results from 10 000 randomly sampled simulations. The horizontal axes 
plot the depth of the well used to supply water to the critical roup. The vertical axes are 

(a) the (original) geosphere performance measure for q291 over 1 o5 a; and 
(b) the maximum ADE from 1291 up to 1 o5 a. 

The correlation coefficients for the trend lines are -0.03 in part (a) and 0.06 in part (b). These plots 
show that deeper wells tend to result in larger maximum ADEs from 1291 (although the effects are 
very weak), and no obvious or very weak effects on the geosphere performance measure for 1291. 



Deeper wells correspond to shorter paths through the rock of the geosphere, 
and it might be expected that the slopes of the trend lines would be 
steeper (and positive). However, we note that bedrock wells are not deep 
enough to penetrate the lower rock zone of the geosphere, which is by far 
the most effective barrier in the geosphere model. Moreover, the sensiti- 
vity analysis for the median-value simulation shows that contaminant 
transport to the well is a complex function of many parameters, including 
the depth of the well, the groundwater velocity scaling factor and the 
number of persons making up the household of the critical group. The 
discussion in Section 6 . 3 . 3 . 3  of the main text, and in Section D.7.4 of 
Appendix D  shows that the importance of the well is somewhat artificial 
when considering together both bedrock and overburden wells (because the 
use an overburden well for domestic water supply has effects similar to the 
use of the lake). Section 6.7.4 in the main text shows a weak effect 
remains when considering only bedrock wells; for example, Figure D - 5 3  in 
~ppendix D shows that the maximum AUE increases to a maximum near a well 
depth of 50 m, followed by a gradual decrease, resulting from the combined 
effects of plume capture and surface water dilution (Section D.7.4 in 
Appendix D). We expect similar complicating effects would occur in each of 
the randomly sampled simulations, but the effects are too small to be 
readily observed in Figures E - 2 4  and E - 2 5 .  

JMPORTANT PARAMETERS OF THE BIOSPHERE MODEL 

The screening of parameters from the probabilistic simulations of the 
system model has identified one important parameter used in the biosphere 
model (Table 6-13 in the main text): 

- The switch for source of domestic water, describing the choice 
between the use of lake water or well water as the source of 
domestic water used by the critical group. 

This parameter is important in the probabilistic simulations in the sense 
that selecting one or other of the two options results in significant 
changes to the maximum ADEs. 

Another fractional factorial screening study was directed at the biosphere 
performance measures for '''1 and 14c. The biosphere performance measure 
for is defined as the ratio of two inte rals evaluated for times up to 
lo5 a: an interim integral of the ADE from lq91 is divided by the total 
amount of 1 2 9 ~  that enters the biosphere. This performance measure (with 
u n i L s  01 Sv/mol) provides an approximation of the total radiativn dose 
attributed to the arrival of one mole of at the biosphere. A similar 
performance measure is defined for 14c. For both radionuclides, the 
"interim" integral excludes isotopic dilution (which tends to obscure some 
effects). This study identified the above parameter and four additional 
parameters that have the largest effects on the two performance measures 
(Table E - 1 )  : 

- the aquatic mass loading coefficient for iodine, describing the 
release of iodine from a surface water body by degassing; 



- the gaseous evasion rate from soil for iodine, describing the 
loss of 12'1 from soil by degassing; 

- the plant/soil concentration ratio for iodine, giving contaminant 
concentrations in plants relative to concentrations in the soil 
on which they grow; and 

- the aseous evasion rate from soil for carbon describing the rate 
of ''C from soil by degassing. 

We also examine three additional parameters. The first is a switch affect- 
ing an option in the biosphere: 

the switch that selects use of lake sediment as soil in the 
garden, forage field, woodlot and peat bog (this parameter 
displays a weak effect in Table E-1). 

The other two parameters are used to include the effects of isotopic dilu- 
tion of 12'1 and 14c when estimating annual dose to members of the critical 
group. They are known to have significant effects; however, they were 
excluded from the biosphere performance measures so that the effects of 
other parameters could be observed. These two parameters are 

- the concentration of stable iodine (as 127~) found in typical 
groundwaters, and 

- the concentration of stable isotopes of carbon (12c and 13c) 
found in typical groundwaters. 

A number of other parameters listed in Table E-1 have relatively weak 
effects and are not discussed further. They include the 12'1 plant 
environmental half-life (the time required for loss from the exposed plant 
parts of half the initial amount of deposited iodine, through biological 
processes and radioactive decay); the plant/soil concentration ratio for 
carbon; the size of the critical group; and the plant-to-mammalian meat 
coefficient for carbon. 

All the parameters listed above are also identified in sensitivity analysis 
of the median-value simulation (Section 6.3.3 in the main text). In 
general, the effects of most of these parameters are much smaller for the 
probabilistic simulations than for the median-value simulation because of 
the obscuring influence of variations in all other parameters. However, 
all the parameters show the same trends in both the deterministic and 
probabilistic analyses. 

In the following analysis, we group the eight parameters listed above into 
three categories: 

- Water and land use parameters. This category includes the two 
switch parameters, describing the source or domestic water supply 
and the use of lake sediment as soil. 

- Carbon and iodine ingestion parameters. This category includes 
the effect of the gaseous evasion rates from soil for iodine and 
carbon, the aquatic mass loading coefficient (from the lake) for 
iodine, and the plant/soil concentration ratio for iodine. 



- Background Concentrations. The two parameters of interest here 
are the naturally occurring concentrations of stable isotopes of 
iodine and carbon in groundwater. 

As in the two previous sections, scatter plots are used to show the effects 
of the important parameters. Each plot includes a trend line and its 
associated 95% confidence bands. The trend line (or regression line) is 
the least-squares fit (Section A.4.3.2 in Appendix A) to the logarithm of 
the parameter values and the logarithm of the estimated variables. The 
associated 95% confidence bands put bounds on the location of this trend 
line (Section A.4.3.3 in Appendix A). 

Correlation coefficients measure the extent to which the data fits the 
regression line (Section A.4.3.2 in Appendix A). The degree of spread of 
data points about the trend line is a reflection of the effects of the 
range of possible values of the other parameters. Correlation coefficients 
vary from +1 to -1: values near +1 or -1 indicate a linear relationship 
between the estimated variable and the parameter, whereas values near zero 
implies no such relationship exists. 

One difference exists for the plots of the two switch parameters. For most 
scatter plots, the horizontal axis shows the parameter of interest, with 
values that fall anywhere within the range of permitted values. However, 
the switch parameters only take on several discrete values, and these 
values cannot be used to produce a meaningful scatter plot. Thus we use 
different types of plots for the switch parameters. 

The two switch parameters included in this group select whether the source 
of domestic water is a well or the lake and whether fresh lake sediment is 
used as soil. 

Figures E-26 and E-27 show the effect of the switch selecting well water or 
lake water for domestic needs, for estimated doses from 14c and 1 2 9 ~  res- 
pectively. Comparison of the trend lines shows that dose estimates tend to 
be greater if the critical group uses the well instead of the lake for 
their water supply. This is true for the majority but not all the dif- 
ferent combinations of parameter values. The presence or absence of the 
well is less important in sensitivity analysis of the probabilistic simula- 
tions than in the median-value simulation (Section D.8.2 in Appendix D) 
because the variation in dose estimates caused by changes in the other 
parameters obscures the effect of even Lhis very influential switch. Fur- 
ther examination of the statistics for the data in these figures shows that 
ADEs from the use of well water tend to be larger for smaller sizes of the 
critical group. 

The results in Table E-1 show that the mean ADE is weakly affected by the 
switch selecting fresh lake sediment as soil. The PDF for this switch is 
defined such that sediment is farmed in only 1% of simulations tor the 
reference disposal system. To ensure that we have a converged estimate of 
its effects, we performed an extra 1000 simulations but modified the switch 
data so that the sediment option was always selected. Fi ure E-28 displays 
the results. The figure show the mean ADEs from 14c and q291 when sediment 
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FIGURE E-26: Effect of the Switch Selecting S u u ~ c t ?  ul: Water on Annual Dose 
Estimate from 14c 

This scatter plot shows the effect of the switch that selects the well or the lake as the source of 
domestic water used by the critical group. The vertical axis is the maximum, up to lo5 a, of the ADE 
from 4 ~ .  The horizontal axis is the estimated maximum, up to 1 o5 a, of the flow of 4~ into the 
sediment and the well. Results are shown for 1000 randomly sampled simulations (about 500 each 
for the well and for the lake); each symbol plots the result of one simulation: 

- "L" identifies simulations involving the use of the lake; and 
- "1" to "4" and "5" identify simulations involving the use of the well by a critical group consisting 

of 1 to 4 and 5 or more individuals. 
The two trend lines are computed from least squares fitting to the logarithms of the data for the lake 
and the data for the well. The correlation coefficients are 0.87 for the simulations involving the well 
and 0.90 for the simulations involving the lake. The results show that dose estimates tend to be larger 
when the well is the source of domestic water and larger for a smaller sized critical group. 
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FIGURE E-27: Effect of the Switch Selecting Source of Water on Annual Dose 
Estimate from 

This scatter plot shows the effect of the switch that selects the well or the lake as the source of 
domestic water used by the critical group. The vertical axis is the maximum, up to 1 o5 a, of the ADE 
from '*'I, The horizontal axis is the estimated maximum, up to lo5 a, of the flow of 12'1 into the 
sediment and the well. Results are shown for 1000 randomly sampled simulations (about 500 each 
for the well and for the lake); each symbol plots the result of one simulation: 

- "L" identifies simulations involving the use of the lake, and 
- "1" to "4" and "5" identify simulations involving the use of the well by a critical group consisting 

of 1 to 4 and 5 or more individuals. 
The correlation coefficients for the trend lines are 0.85 for the simulations involving the well and 0.61 
for the simulations involving the lake. The results show that dose estimates tend to be larger when 
the well is the source of domestic water and larger for a smaller sized critical group. 
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FIGURE E - 2 8 :  E f f e c t  o f  t h e  S w i t c h  S e l e c t i n g  t h e  U s e  o f  L a k e  Sediment  as  
S o i l  

This figure shows the results from two sets of 1000 simulations: 
- For the curves labelled "Soil + sediment", the simulations are the first 1000 used in the 

probabilistic analysis (Section 6.5.2) and correspond to a case where lake sediment is used as 
soil in about 1 % of the simulations (or 10 of the 1000 simulations); and 

- For the curves labelled "Sediment only", we have modified the PDF for the switch so that lake 
sediment is used as soil in all of the 1000 simulations (all other parameters are assigned the 
same sequence of randomly selected values as in the "Soil + sediment" simulations). 

The four curves show the arithmetic means of the ADEs from 14c and from 1291 as a function of time. 
The use of lake sediment as soil leads to greater mean annual doses for both '*'I and I4c because 
we assume these volatile contaminants degass from soil but not fresh lake sediment. The effects are 
more pronounced for I4c because its gaseous evasion rate is about 200 times greater than the 
gaseous evasion rate for 1291 (see text). 



is used as soil as originally defined (in about 1% of the simulations) and 
when sediment is used as soil in all simulations. 

Use of lake sediment as soil tends to increase the ADEs, with greater 
effects on doses from 14c than from 129~. The effect is most noticeable 
for 14c because of the effect o L  d e g a s s i n g .  In the biosphere model, we 
assume that volatile contaminants (which include 12'1 and 14c) are lost 
from terrestrial soil through degassing. However, we also assume that no 
degassing occurs when lake sediment is used as soil. This results in 
higher concentrations of volatile contaminants in lake sediment used as 
soil, higher concentrations of 12'1 and 14c in the plants consumed by the 
critical group, and hence larger ADEs. The effects are much more pro- 
nounced for 14c because its gaseous evasion rate from soil is about 200 
times greater than the gaseous evasion rate of 12'1 from soil (see Section 
D.8.2 in Appendix D). 

The four parameters included in this group are 

- the aquatic mass loading coefficient (from the lake) for iodine, 

- the gaseous evasion rate from soil for iodine, 

- the plant/soil concentration ratio for iodine, and 

- the carbon gaseous evasion rate from soil. 

Figure E-29 shows the effect of the aquatic mass loading coefficient for 
iodine on the maximum estimated dose from 12'1, up to 10' a. Greater 
values of this parameter correspond to more degassing of 12'1 from the 
lake. Part (a) shows results from 10 000 randomly selected simulations. 
Parts (b) and (c) of the figure both use the same data but show separately 
the results for simulations involving the well and the lake. The trend 
lines show that the estimated doses tend to increase for increased values 
o f  the aquatic mass loading coefficient. This is the expected result 
because greater values of the coefficient correspond to greater concentra- 
tions of 129~ in the air and to greater contamination of the plants 
consumed by members of the critical group. The slope of the trend line is 
largest in part (c), which shows results from simulations where no well is 
present. The slope i s  smaller in parts (a) and (b) because of the greater 
importance of pathways involving the use of well water relative to pathways 
involving air deposition from contaminants in the lake. 

Figure E-30 shows the effect of the gaseous evasion rate from soil for 
iodine on the maximum estimated dose from 12'1, up to lo5 a. Greater 
values of this parameter correspond to more degassing of '''1 from the soil 
and, therefore, lower concentrations of 12'1 in soil but greater concentra- 
tions in air. In turn, there would be lower concentrations in the plants 
consumed by the critical group (because air deposition is less significant 
than root uptake). Thus the slope of the trend line is negative, although 
the correlation coefficient shows that the overall effect of this parameter 
is relatively weak. (Recent experimental data, discussed further in 
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FIGURE E-29: Effect of the Aquatic Mass Loading Coefficient for Iodine 

This scatter plot shows the effect of the (dimensionless) parameter that describes the release of 1291 from Wake water to the air 
by degassing. Once in the air, 1291 may contaminate plants by deposition. The horizontal axis is the a uatic mass loading 
coefficient for iodine. The vertical axis is the maximum. up to lo5 a, of the estimated annual dose f r 0 m ~ ~ ~ 1 .  Results are 
shown for 10 000 randomly sampled simulations; each symbol plots the result of one simulation: 

(a) shows the results from all 10 000 simulations, 
(b) shows the results from about 5000 simulations where the source of domestic water is the well, and 
(c) shows the results from the other (approximately 5000) simulations where the source of domestic water is the lake. 

The correlation coefficients for the trend lines are 0.22 for part (a), 0.07 for part (b), and 0.42 for part (c). The slopes of the 
trend lines are positive (as expected), indicating that a greater release of iodine from the lake leads to a greater contamination 
of plants consumed by members of the critical group. Parts (a) and (b) show smaller effects than part (c) because of the 
relative importance of pathways other than air deposition. 
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FIGURE E-30: Effect of the Gaseous Evasion Rate from Soil for Iodine 

This scatter plot shows the effect of the parameter that describes the release rate of 1291 from soil to 
the air by degassing. The horizontal axis is the gaseous evasion rate from the soil for iodine. The 
vertical axis is the maximum, up to 1 o5 a, of the estimated annual dose from 1291. Results are shown 
for 10 000 randomly sampled simulations; each symbol plots the result of one simulation. 
The correlation coefficient for the trend line is -0.1 3. The slope of the trend line is negative as 
expected) because greater gaseous evasion rates correspond to lower concentrations of '''1 in soil 
and in the plants consumed by members of the critical group. 



Section 8.2.6 in the main text, suggest that a smaller gaseous evasion rate 
from soil should be used for iodine, which would lead to slightly greater 
es Limates of annual dose from 12'1. ) 

Figure E-31 shows the effect of the plant/soil concentration ratio on the 
maximum ADEs from 129~. The trend line shows a wcak tendency for increased 
doses with increased values of the concentration ratio. More pronounced 
effects may be observed through the judicious use of intermediate vari- 
ables; for example, results not shown here indicate stronger trends using 
an interim estimate of dose that considers only ingestion of garden produce 
and that excludes the effects of isotopic dilution. This is the expected 
result because greater ratios correspond to higher concentrations of 12'1 
in plants consumed by the critical group and, therefore, larger estimates 
of annual dose. 

Figure E-32 shows the effect of the carbon gaseous evasion rate from soil 
on the maximum ADEs from 14c. Estimated doses from 14c are consistently 
smaller than estimated doses from and, therefore, this parameter does 
not have important effects on the total ADEs. The figure shows that doses 
from 14c tend to decrease as the carbon gaseous evasion rate increases. 
This occurs, as discussed in Section D.8.3, because degassing reduces 
concentrations of 14c in soil, which leads to smaller concentrations of 14c 
in plants consumed by the critical group and, therefore, smaller doses from 
14c. The trend is weak, as evidenced by the relatively small value of the 
correlation coefficient. (Recent experimental data, discussed further in 
Section 8.2.6 in the main text suggest that a greater gaseous evasion rate 
from soil should be used for carbon, which would lead to smaller estimates 
of annual dose from 14c. ) 

EFFECTS OF THE GROUNDWATER DILUTION LIMIT 

Section 5.6 in the main text notes that 12'1 and 14c from the vault would 
be mixed and diluted with nonradioactive isotopes of iodine and carbon 
naturally present in groundwater. We include these effects in the bio- 
sphere model b imposing corresponding limits on possible internal doses 
from 12'* a n  , taking into account the dilution produced by Lhrir 
naturally occurring stable isotopes. 

Figures E-33 shows the effect of the groundwater dilution limit for 12'1. 
The vertical axis plots the interim estimate of the annual dose; it is the 
ADE calculated without accounting for the dilution limit. The hl~rizontal 
axis plots the final ADE, which includes adjustments for the groundwater 
dilution limit. Adjustments are required in 786 of the 1000 simulations 
but are generally relatively small. In about 15 simulations, the adjust- 
ment is greater than a factor of 100 because the limit allowed by the 
presence of stable iodine in groundwater is as much as 200 times smaller 
than the uncorrected estimate of internal dose from 12'1. 

An adjustment is required much more frequently for simulations in which a 
well is present and, more frequently, for the simulations giving larger 
ADEs This occurs because the well tends to be a more concentrated source 
of ligI than the lake, and hence the well more frequently yields greater 
estimates of dose that are more likely to exceed the dilution limit. 
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FIGURE E-31: Effect of the Plant/Soil Concentration Ratio for Iodine 

This scatter plot shows the effect of the parameter that describes the transfer of 1291 from soils to 
plants, including plants grown in the garden used by the critical group. (The units of this parameter 
are shown as dimensionless; more accurately, they are (Bqlkg wet biomass)/(Bq/kg dry soil).) The 
horizontal axis is the iodine soillplant concentration ratio. The vertical axis is the maximum, up to 
1 o5 a, of the estimated annual dose from 1291. Results are shown for 10 000 randomly sampled 
simulations; each symbol plots the result of one simulation. 
The correlation coefficient for the trend line is 0.1 0. 
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FIGURE E-32: Effect of the Carbon Gaseous Evasion Rate from Soil 

This scatter plot shows the effect of the parameter that describes the release rate of I4c from soil by 
degassing. The horizontal axis is the gaseous evasion rate of carbon from soil. The vertical axis is 
the maximum, up to lo5 a, of the estimated annual dose from I4c. Results are shown for 10 000 
randomly sampled simulations; each symbol plots the result of one simulation. 
The correlation coefficient for the trend line is -0.09. The slope of the trend line is negative as 

1 a expected) because greater gaseous evasion rates correspond to lower concentrations of C in soil 
and in the plants consumed by members of the critical group. The effect of this parameter on annual 
dose estimate totalled over all radionuclides is relatively small because 29~ (and not 14c) is the 
major contributor to the total ADE. 
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FIGURE E-33: Dose Adjustments Resulting from Isotopic Dilution by Stable 
Iodine 

These fi ures show the effects of isotopic dilution on the maximum estimated annual doses from 291 B up to 10 a. The two figures are based on results from 1000 simulations: parts (a) and (b) 
respectively show results from simulations in which only the lake and only the well provide domestic 
water used by members of the critical group. 
The vertical axis plots the ADE calculated without accounting for the dilution limit, and the horizontal 
axis plots the ADE with a correction for the groundwater dilution limit. The symbols identify individual 
simulations. The circles (on the diagonal line) indicate simulations where a correction resulting from 
the groundwater dilution limit is not used. The plus signs (above the diagonal) indicate, on the 
vertical axis, the magnitude of the annual dose without accounting for isotopic dilution. The corrected 
value would appear immediately below on the diagonal line. 

Adjustments resulting from isotopic dilution are generally small and are more frequently re uired for 
simulations involving the well because the well tends to be a more concentrated source ofq291 than 
the lake. 



Annual dose estimates from 14c are also affected by isotopic dilution 
(Figure E-34), except that the groundwater dilution limit is rarely 
exceeded, and the subsequent dose reductions are relatively small. 

INTRODUCTION 

There is strong evidence that we have identified all the important para- 
meters with respect to the maximum ADEs from the system model. These 
parameters are relatively few in number (eight in all; Table 6-13 in the 
main text) compared with the several thousand parameters appearing in the 
system model. Their effects on the maximum ADE in the probabilistic simu- 
lations ranges from strong in the case of the tortuosity of the lower rock 
zone to weak in the case of the depth of the well. 

We examine in more detail in this section the effects of the tortuosity of 
the lower rock zone, one of the more important parameters from the sensi- 
tivity analyses (Sections 6.5.5 in the main text and E.3 to E.5). Its PDF 
for the reference disposal system represents a wide range of possible 
values and is based on studies of rock from the Canadian Shield, including 
rock from the WRA (Davison et al. 1994). 

Tortuosity is a reducible parameter; that is, further experimental and 
field studies could reduce our uncertainties about its actual value. (We 
expect that some residual uncertainty would always remain if the tortuosity 
varies from place to place in the lower rock zone or if experimental 
measurements are imprecise.) Our analysis examines how worthwhile the 
effort could be. This and similar studies would be of value in providing 
guidance for further research efforts in support of a postclosure assess- 
ment. Related studies could also provide guidance for site characteriza- 
tion and site selection. 

Tortuosity, a measure of the increase in transport distance across some 
geological media bccausc of thc winding nature of the interconnected 

aqueous pathway, affects only the diffusive part of the transport of 
contaminants (Davison et al. 1994). It is an empirically determined 
parameter that is dependent on other characteristics of the lower rock 
zone, such as permeability, porosity, and the types and amounts of minerals 
present. The PDFs for these parameters are chosen to be consistent with 
field and laboratory studies of the WRA (Davison et al. 1994). If a 
different PDF were chosen for tortuosity, then different PDFs may be 
required for other parameters for consistency. 

As in preceding sections on probabilistic scnsitivit analysis, we focus on 
the maximum ADEs to lo5 a that result from 1 2 9 ~  and 14C. Specifically, we 
examine the effects of changing the PDF for tortuosity of the lower rock 
zone on 

- the maximum ADE from different simulations, 

- the mdgnitude of the mean of the maximum ADES from different sets 
of simulations, and 
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FIGURE E-34: Dose Adjustments Kesulting from Isotopic Dilution by Stable 
Carbon 

These fi ures show the effects of isotopic dilution on the maximum estimated annual doses from I4c ! up to 10 a. The figure is based on results from 2000 simulations in which either the lake or the well 
provide domestic water used by members of the critical group. 
The vertical axis plots the ADE calculated without accounting for the dilution limit, and the horizontal 
axis plots the ADE with a correction for the groundwater dilution limit. The symbols identify individual 
simulations. The circles (on the diagonal line) indicate simulations where a correction resulting from 
the groundwater dilution limit is not used. The plus signs (above the diagonal) indicate, on the 
vertical axis, the magnitude of the annual dose without accounting for isotopic dilution. The corrected 
value would appear immediately below on the diagonal line. 

There are far fewer simulations where adjustments for isotopic dilution are required for 
compared with 1291 (Figure E-33). 



the spread or uncertainty in the mean of the maximum ADEs. 

The mean of the maximum ADEs is the arithmetic average of the maxima in the 
ADEs. They are taken to lo5 a from sets of 500 simulations and include the 
effects of uncertainty. (Note,that the average of the maxima is an upper 
bound of the maximum of the averages because the maxima will occur a 
different times.) 

For the reference disposal system, the specified PDF for the tortuosity of 
the lower rock zone is triangular with a range from 2 to 8 and with a most 
probable value (the mode) equal to 3 (Davison et al. 1994). This function 
is shown as PDF A in Figure E-35. The other PDFs in this figure are 
variants of PDF A, discussed in the analysis below. Table E-6 lists the 
values of the attributes corresponding to PDFs A through E of Figure E-35. 
As indicated in the figure and in the table 

- PDF A and PDF B have the same mean but differing widths, 

PDF B and PDF D have the same width but different means, and 

PDF C and PDF D have approximately the same mode but different 
widths. 

- PDF E has a larger lower bound, mode and mean than the other 
PDFs . 

The set of PDFs was chosen to keep all parameter values within the original 
range and to preserve the triangular shape of the original PDF. Similar 
studies could be carried out for other ranges and for other types of PDFs. 

Part of the analysis uses five sets of 500 simulations, each involving one 
of these five PDFs. In each set of simulations, we use the same sequence 
of randomly sampled values for all parameters, except for the tortuosity of 
the lower rock zone. Values for the tortuosity differ because this para- 
meter is described using different PDFs. However, the sampling of tortu- 
osity is such that the sampled values have the same sequence of quantiles. 

That is, for a simulation in which an extreme value is selected from PDF A, 
then a corresponding extreme value would be selected from PDF E; if a 
central value is selected from PDF A, then a corresponding central value 
would be selected from PDF E. This sampling scheme ensures that the same 
I I ~ ~ ~ ~  of sampled values are used, and it maximizes the information obtained 

from the comparisons. 

EFFECTS OF CHANGING THE MEAN VALUE OF THE PDF 

Probability density functions B and D have the same width and shape, but 
their ranges and modes differ. The sampling scheme in the 500 random 
simulations is such that all values of the tortuosity are larger by 1.17 
(additive) when using PDF B, compared with PDF D. That is, if a sampled 
value using PDF D is equal to 3.00, then the value using PDF B would be 
4.17, and thus the mean of the tortuosity is larger by about 1.17, or 3 6 % ,  
when using PDF B. 
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FIGURE E-35: Probability Density Functions for Tortuosity 

In the probabilistic analysis of the reference disposal system, the tortuosity of the lower rock zone (a 
dimensionless parameter) is characterized by a triangular PDF, with values ranging from 2.0 to 8.0. 
It is shown as PDF A in this figure. PDFs B to E are variants of PDF A that are examined in this 
section. Table E-6 lists the attributes of these PDFs. 



TABLE E-6 

ATTRIBUTES OF PDFS FOR TORTUOSITY AND EFFECTS ON THE MEAN 

OF THE MAXIMUM ANNUAL DOSE ESTIMATES* 

PDF ~ttributes** Mean Maximum 95% Confidence 
Lower Upper Annual Dose Bounds 

PDF Bound Mode Bound Mean ( sv/a ( sv/a ) 

* 
Each of the five different PDFs is used in sets of 500 simulations in which all parameters 
(except tortuosity) are given the same sequence of 500 randomly sampled vallues. The 
tortuosity is sampled from one of the five PDFs in each set of 500 simulations. The results 
are used to calculate the mean of the maximum ADES from 14c and 12'1 to 11 o5 a. The last 
column shows the 95% confidence bounds (Section A.3.5 in Appendix A) of the mean of the 
maximum ADES for each set. 

** 
The tortuosity of the lower rock zone is described using a triangular PDF for the reference 
disposal system. Each of PDFs A to E is a triangular PDF with the characteristics shown 
above. The attributes of a triangular PDF, or the parameters used to completely define the 
distribution, are the lower and upper bounds and the mode (or most probable value). The 
mean value is calculated from the three PDF attributes. Probability density fu~iction A is the 
PDF of the tortuosity of the lower rock zone used in the analysis of the reference disposal 
system. PDFs B through E are variants examined in this study. Their attributes are listed in 
this table, with plots shown in Figure E-35. 

Figure E-36 shows a pairwise comparison of each of the 500 simu.lations 
corresponding to PDFs B and D. In the scatter plot, the maximu~n ADEs for 
PDF B are plotted in the horizontal direction, with each corres]?onding 
maximum ADEs for PDF D plotted in the vertical direction. If there were no 
differences between the two sets of simulations, the points would plot on 
the diagonal line. This is not the case; the points are asymme1:rically 
positioned with respect to the diagonal such that the maximum ADEs using 
PDF D are always larger than thosc using PDF B. This result follows from 

two considerations: 

- The mean value of the tortuosity for PDF B is about 36% larqer 
than that for PDF D; with the sampling scheme used, values of the 
tortuosity using PDF B are always larger than the values using 
PDF D. 
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FIGURE E-36: Pairwise Comparisons Involving PDF B and PDF D 

This scatter plot compares results from two sets of 500 simulations where the results are the 
maximum ADEs for times up to 1 o5 a. Each symbol represents a pair of simulations in which all 
parameters have identical values (which are randomly sampled from the PDFs used in the 
probabilistic analysis), except for the tortuosity of the lower rock zone. The values sampled for 
tortuosity are also randomly sampled, but use PDFs B or D (Table E-6 and Figure E-35). These two 
PDFs have identical widths, but PDF B is shifted toward greater values. The sampling scheme is 
such that the value of the tortuosity of the lower rock zone is greater by 1.17 for every pair of 
simulations when using PDF B. 
The maximum ADEs using PDF B are plotted along the horizontal axis, whereas the corresponding 
estimates using PDF D are plotted along the vertical axis. If the tortuosity had no effect, the points 
would plot on the diagonal line. In every simulation, however, the maximum ADE is greater when 
using PDF D, demonstrating that these estimates are very sensitive to the tortuosity of the lower rock 
zone. 



- Previous sensitivity analysis studies have shown that the maximum 
ADE is negatively correlated with tortuosity. That is, smaller 
values of tortuosity lead to greater transport of radionuclides, 
and thus to greater estimates of annual dose. 

Table E-6 shows that the mean of the maximum ADEs is about 5 times greater 
when using PDF D, compared with PDF B. That is, the maximum ADE is very 
sensitive to the location of the mode (or mean) of the PDF for the tortu- 
osity of the lower rock zone: a 36% increase in the mean of the tortuosity 
would decrease the mean of the maximum ADEs by more than 80% at lo5 a. 

EFFECTS OF CHANGING THE WIDTH OF A PDF 

We can also quantify the relationship between the uncertainty in the tortu- 
osity and the effects on ADE. We examine here the effects of the width of 
the PDF for tortuosity of the lower rock zone on the confidence limits on 
the mean of the maximum ADEs. Figure E-37 shows the relative uncertainty 
in the mean of the maximum ADEs plotted against the width of th'e PDF (upper 
bound minus lower bound). The relative uncertainty is calculated using 

upper 95% confidence bound - lower 95% confidence bound - 
mean of the maximum ADEs 

with the data in Table E-6. 

The points produced by evaluating these ratios for each PDF are well 
represented by the straight line shown in Figure E-37. It show,s that the 
relative uncertainty in the mean of the maximum ADEs increases in propor- 
tion to an increase in the uncertainty of the tortuosity of the lower rock 
zone. 

If we extend the line in Figure E-37 to the zero-width value, t:he corres- 
ponding relative uncertainty left in the mean of the maximum AD:Es is about 
0.25 (not shown in the figure). That is, if we remove all the uncertainty 
in the value of the tortuosity of the lower rock zone, we also remove about 
75% of the uncertainty in the mean of the maximum ADEs. The reinaining 25% 
ot the uncertainty is induced by the range of possible values o,E the other 
system parameters. Thus this analysis suggests that substantia.1 reductions 
in uncertainty would occur with reduced uncertainty in the tortuosity of 
the lower rock zone. 

E.7.4 SUMMARY OF PDF CHANGES 

Figure E-38 summarizes the effect on the mean of the maximum ADEs when the 
PDF is changed. It plots 

the mode, mean and width (upper bound minus lower bound) for each 
simulation PDF along the horizontal axis, and 

- the logarithm of the mean of the maximum ADEs and iLs 95% confi- 
dence bounds along the vertical axis. 

It is clear that the mean of the maximum ADEs decreases as the mean and 
mode of the PDF increase. 



FIGURE E-37: Relative Uncertainty in the Mean of the Maximum Annual Dose 
Versus Width of the PDF 
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The vertical axis in this plot is the relative uncertainty in maximum ADE, defined by the expression: 
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and uses data from Table E-6. The horizontal axis is the width of the PDFs used in this study for the 
tortuosity of the lower rock zone. The width of a triangular PDF is equal to the difference between its 
upper and lower bounds. The results demonstrate that the uncertainty in the maximum annual dose 
increases as the uncertainty in the PDF for tortuosity increases. 
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FIGURE E-38: Mean of the Maximum Annual Dose Estimates Versus Tortuosity 
of the Lower Rock Zone 

The vertical axis uses a lo arithmic scale and plots the arithmetic average from 500 si~mulations of 8 the maximum ADEs to 10 a. The horizontal axis shows values of the tortuosity of the! lower rock 
zone (a dimensionless parameter). The data are for the five PDFs in Table E-6. For each PDF 

- the dashed horizontal line shows the mean value of the maximum ADEs, 
- the solid lines above and below the mean value show the corresponding 95% confidence 

bounds, 
- the symbols on the dashed horizontal line locate the mode and mean value of the tortuosity of 

the lower rock zone, and 
- the solid vertical lines delineate the PDF width. 

The diagonal line is a regression line, which suggests that a linear relationship exists between the 
mode of the tortuosity and the logarithm of the mean of the maximum ADEs. 



We can quantify a relationship for the data in this figure between the mean 
of the maximum ADEs and the mode of the tortuosity of the lower rock zone. 
The diagonal regression line in Figure E-38 suggests that the logarithm of 
the mean of the maximum ADEs is approximately proportional to the value of 
the mode of the test PDFs. 

This linear relationship has further implications regarding the overall 
safety of the reference disposal system. The largest value in the mean of 
t h ~  maximum ADEs would be obtained when the tortuosity takes on small 
values. Tortuosity is a measure of the increase in diffusive transport 
pathway caused by the tortuous nature of the water-filled spaces that 
contaminants follow during their movement. Its physical lower bound is 
unity, corresponding to diffusive transport in free water. For any 
geological medium, this lower bound must be greater; for example, a value 
of 1.4 would be typical for loose sand. 

The minimum possible value for the tortuosity of the lower rock zone is 
2.0, corresponding to the shortest possible diffusive path (and shortest 
travel time) for contaminants exiting the vault. Using this value, 
Figure E-38 shows the corresponding maximum annual dose up to lo5 a is 
about 6 x Sv/a, smaller than the annual dose limit associated with the 
AECB risk criterion. In other words, this analysis implies that even the 
use of the most unfavourable value of the tortuosity of the lower rock zone 
would result in a mean of the maximum ADEs that would still be below a dose 
limit of 5 x Sv/a. This implication must be used with caution because 
it is based on an exLrapolaLivrl uf ~esults tu a value of tortuosity that is 
beyond its specified range and because it assumes that this value of the 
tortuosity would remain consistent with other parameters describing the 
characteristics of the lower rock zone. 

The analysis described above leads to a specific conclusion: 

- it would be worthwhile to conduct further research studies aimed 
at quantification of the tortuosity of the lower rock zone. 
Changes to the width and mode of its triangular PDF would have 
significant effects on both the magnitude and relative uncer- 
tainty in the mean of the maximum ADEs. (By implication, the use 
of different types of PDFs and different ranges of permitted 
values are also expected to have significant effects.) 

We can generalize this conclusion somewhat. As noted earlier, the tortuo- 
sity of the lower rock zone is one of several interrelated parameters used 
to describe contaminant transport in the rock surrounding the vault; other 
parameters include permeability, porosity, the types and amounts of miner- 
als present, and the length of the waste exclusion distance. Our analysis, 
therefore, supports the more general conclusion: 

- it would be worthwhile to continue research studies aimed at 
better quantification of contaminant transport in the sparsely 
fractured low-permeability rock of the lower rock zone. 



E.8 DETAILED ANALYSIS OF THE EFFECTS OF SELECTED SITE AND 
DESIGN FEATURES 

E. 8.1 INTRODUCTION 

Section 6.6 in the main text summarizes the results of special sensitivity 
analyses focussed on 

- the effects of potential design constraints that could improve 
the estimated performance of the reference disposal system; and 

- the influence of different assumed values for selected site 
features . 

~ h c  analyses use similar sets of 500 simulations. The reference set 
corresponds to the first 500 randomly sampled simulations in the analysis 
of the reference disposal system. For each other set, most parameters take 
on the identical sequence of 500 randomly sampled values, and one parameter 
(or possibly several related parameters) uses a value chosen to display the 
effects of an assumed site or design feature. 

The calculated variables compared are arithmetic means of maximum ADEs: 

- Table 6-16 and Figures 6-24 and 6-25 in the main text show the 
results for the total ADEs resulting from seven radionuclides 
(14c, 135~s, 12'1, 59~i, lo7pd, 7 9 ~ e  and "TC from used fuel). 
Of these, only 14c and 12'1 are major contributors to dose in the 
analysis described in Sections 6.2 to 6.5 in the main t-ext.. Tn 
the following results, "TC makes a small contribution in some 
simulations. 

- Table 6-17 in the main text and Figures E-39 to E-41 show the 
results for the ADEs resulting from 14c, and "TC. A 
comparison of these results shows that some assumed site and 
design features are more influential Iur different ra~dionuclides. 

The remainder of this section provides a detailed discussion of the results 
of the analysis, including examination of the reasons for the different 
effects. The cases studied are the 13 listed in Table 6-15 in the main 
text. Section 6.6.3 in the main text summarizes the results. 

E.8.2 CASE 1 - INCREASED CONTAINER WALL THICKNESS 

The effective thickness (or corrosion allowance) of the wall of the 
titanium containers in the reLer.erlce disposal system IS 4.2 mrn (Johnson et 
al. 1994). In Case 1, we assume an effective thickness of 8.4 im, a 
potential design constraint that might be achieved by re-designing the 
container with corresponding allowances in the boreholes in the vault. 

The extra thickness increases the time required for corrosion p.rocesses to 
breach the container, and thus dela s the release of contaminan-Ls. For 
most simulations, breakthrough of '''I to the biosphere is just beginning 
near lo4 a for many simulations, and the additional delay reduces estimated 



FIGURE E-39: Effects of Assumed Site or Design Features on the Mean of the 
Maximum Annual Dose Estimates from 

These results are computed from estimates of annual dose from 1291 from similar sets of 500 
randomly selected Simulations. The plots are shown relative to a reference case, shown as the first 
bar on the left-hand side. The reference case corresponds to the mean of the maximum (up to 
1 o5 a) ADES resulting from 12'1 from the first 500 random simulations of the reference disposal 
system. Each other bar shows the effects of an assumed site or design feature. 
Cases 7 and 9 show the greatest decrease in the mean of the maximum ADEs; Case 8 shows the 
greatest increase (note that the top of the bar for Case 8 extends to 22, beyond the scale of the 
vertical axis). Data for this figure are taken from Table 6-17 in the main text. 



FIGURE E-40: Effects of Assumed Site or Design Features on the Mean of the 
Maximum Annual Dose Estimates from 14c 

These results are computed from estimates of annual dose from 14c from similar sets of 500 
randomly selected slmulatlons. The plots are shown relative to a reference case, shown as the first 
bar on the left-hand side. The reference case corresponds to the mean of the maximu~m (up to 
1 o5 a) ADEs resulting from 4~ from the first 500 random simulations of the reference disposal 
system. Each other bar shows the effects of an assumed site or design feature. 
Cases 2 and 7 show the greatest decrease in the mean of the maximum ADEs; Case 8 shows the 
greatest increase (note that the top of the bar for Case 8 extends to 480, far beyond the scale of the 
vertical axis). Data for this figure are taken from Table 6-1 7 in the main text. 



FIGURE E-41: Effects of Assumed Site or Design Features on the Mean of the 
Maximum Annual Dose Estimates from "TC 

These results are computed from estimates of annual dose from 9 9 ~ c  from similar sets of 500 
randomly selected simulations. The plots are shown relatlve to a reference case, shown as the first 
bar on the left-hand side. The reference case corresponds to the mean of the maximum (up to 
1 o5 a) ADEs resulting from 9 9 ~ c  from the first 500 random simulations of the reference disposal 
system. Each other bar shows the effects of an assumed site or design feature. 
Cases 2,3,4,7 and 9 show large decreases in the mean of the maximum ADEs; Case 8 shows an 
extremely large increase (note that the top of the bar for Case 8 extends to 9.2 x 1 012, many orders 
of magnitude beyond the scale of the vertical axis). Data for this figure are taken from Table 6-1 7 in 
the main text. 



releases and the mean ADEs (which is dominated by 12'1) by a factor of 
about 4 (Table 6-16 in the main text). By lo5 a, 1 2 9 ~  releases are not 
changing as rapidly as a function of time between most simulatioi~s, thus 
there is little effect of chan es in delay time on the mean ADE or the 
maximum ADES resulting from 12$1. Consequences resulting from 14c are more 
affected than 1 2 9 ~  (Table 6-17 in the main text and Figures E-39 and E-40) 
at lo5 a because the extra delay time allows radioactive decay to attenuate 
the peak. Consequences resulting from "TC are also more affected than 
1 2 9 ~  (Table 6-17 in the main t-ext and Figures E-39 and E-41) because "TC 
is just starting its breakthrough to the biosphere at lo5 a. 

Figure E-42 shows a pairwise comparison of each of the 500 simulations from 
Case 1 with the first 500 randomly sampled simulations used in the analysis 
of the reference disposal system. At lo4 a, only some of the si~nulations 
are affected by this parameter change; at lo5 a there is little or no 
effect on any of the simulations. 

E.8.3 CASE 2 - MORE DURABLE CONTAINER 

In the reference disposal system, some containers fail within 50 a, and the 
median lifetime is about 4000 a (Johnson et al. 1994). In Case 2, we 
assume that the containers are more durable. Container corrosion para- 
meters have been adjusted so that no containers fail before lo4 a, and the 
median container lifetime is about lo5 a. The thick copper containers 
described in the Swedish concept (SKBF 1983) are even more durable than 
those in this case. 

The 
ers 
l4 c 

ADE is zero at lo4 a (Table 6-16 in the main text) because no contain- 
fail before this time. The differential effects on 12'1 comparcd with 
and "TC (Table 6-16 in the main text and Figures E-39 to E-41) can be 

attributed to the extra delay afforded by the durable containers, similar 
to the effects described in Case 1. The effects are greater than in Case 1 
because the delay is longer. 

Figure E-43 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At lo4 a every simulation 
involving the more durable container has a value of zero for the ADE; at 
lo5 a every simulation has substantially reduced ADEs. 

CASE 3 - THICKER BUFFER 

The buffer thickness in the reference disposal system is 0.25 m (:Johnson et 
al. 1994); in this study it is assumed to be 1.0 m. This design constraint 
might be achieved by redesigning the boreholes in the vault, or by changing 
the design to an "in room" emplacement concept (such as that assessed by 
Wuschke et al. (1981, 1985)). 

The extra thickness of the buffer increases thc time required for the 
transport of contaminants from the container to the surrounding media. It 
is particularly effective for contaminants such as "TC (Table 6-17 in the 
maln text and Figure E-41) that are sorbed onto the buffer material. It is 
much less effective for contarninants that do not sorb onto buffer, such as 
14C. and 12'1. 
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FIGURE E-42: Effect of Increased Container Wall Thickness 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to lo5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the thickness 
of the container. The horizontal axes show maximum ADEs from the reference case: the first 500 
randomly sampled simulations used in the analysis of the reference disposal system. The vertical 
axes also show maximum ADEs but taken from 500 randomly sampled simulations with an assumed 
increase in container thickness. Points falling on the diagonal line indicate pairs of simulations with 
identical results. 
The increased container thickness leads to smaller maximum ADEs in every simulation, although the 
differences are small at 1 o5 a. 
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FIGURE E-43: Effect of More Durable Containers 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o6 a 
(part b). Each symbol plots the results from two simulations that are identical except fo'r the durability 
of the containers. The horizontal axes show maximum ADEs from the reference case; the first 500 
randomly sampled simulations used in the analysis of the reference disposal system. The vertical 
axes also show maximum ADEs but taken from 500 randomly sampled simulations that assume no 
containers fail before 1 o4 a. Points falling on the diagonal line indicate pairs of simulations with 
identical results. Part (a) uses a linear vertical scale to confirm ADEs are zero before 1 04. 
The more durable containers essentially eliminate radiation doses at 1 o4 a and are still effective at 
1 o5 



Figure E-44 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in thc 
analysis of the reference disposal system. At both lo4 a and lo5 a, most 
of the simulations are unaffected by this parameter variation, but a few 
have reduced ADEs. The simulations with largest ADEs are unaffected, and 
thus the mean ADEs are not much affected. 

The effective thickness of the backfill in the reference disposal system is 
1.4 m (Johnson et al. 1994); in this study it is assumed to be 2.8 m. This 
design constraint might be achieved by re-designing the vault to providc 
more room for backfill material. 

The extra thickness of the backfill increases the time required for the 
transport of contaminants to the rock surrounding the vault. It is partic- 
ularly effective for contaminants such as "TC that are sorbed on the back- 
fill material (Table 6-17 in the main text and Figure E-41). It is also 
more effective than the buffer for nonsorbing contaminants because the 
larger porosity of the backfill gives it a greater capacity for holding 
contaminants. 

Figure E-45 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At both lo4 a and lo5 a, the 
thicker backfill reduces the ADE in every simulation by about the same 
amount. 

We also exalrlirled a variant of this case, In which we assume there is no 
backfill in the contaminant pathway. We observe that, if no backfill is 
present, the mean ADE increases by about 1 order of magnitude at lo5 a; 
t h u s  the backfill i s  an effective barrier for the reference disposal 
system. Note that this variant cannot be considered as a viable design 
option because the excavation openings will be filled and because detailed 
modelling has shown the contaminant plume will penetrate the backfill 
(Garisto and LeNeveu 1991). 

To study the effect of groundwater velocity in the rock, the PDF for the 
groundwater velocity scaling factor was assumed to be smaller, so that 
v~lnnities in all gemsphere segments in all simulations were decreased by a 
factor of 2 compared with the reference disposal system simulations. For 
example, the groundwater velocity in fracture zone LD1 has a median value 
of about 0.5 m/a in Case 5, compared with a median value of about 1.0 m/a 
in the reference disposal system (Davison et al. 1994). This change is not 
consistent with current information on the WRA and, therefore, cannot be 
used to improve the performance of the reference disposal system. 

The results from this case show mixed effects; for example, the mean ADE f s  
smaller at lo4 a but larger at lo5 a (Table 6-16 in the main text). This 
pattern can be explained with reference to the network of segments in the 
geosphere, including those leading to the well: 
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FIGURE E-44: Effect of Increased Buffer Thickness 

These scatter plots show 500 pairs of maximum ADEs for times up to lo4 a (part a) and up to lo5 a 
(part b). Each symbol plots the results from two simulations that are identical, except for the thickness 
of the buffer. The horizontal axes show maximum ADEs from the reference case: the first 500 
randomly sampled simulations used in the analysis of the reference disposal system. The vertlcal 
axes also show maximum ADEs but taken from 500 randomly sampled simulations with an assumed 
increase in buffer thickness. Points falling on the diagonal line indicate pairs of simulations with 
identical results. 
The thicker buffer leads to smaller maximum ADEs for some simulations and is most effective at 
1 o4 a. 
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FIGURE E-45: Effect of Increased Backfill Thickness 

These scatter plots show 500 pairs of maximum ADEs for times up to lo4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the thickness 
of the backfill. The horizontal axes show maximum ADEs from the reference case: the first 500 
randomly sampled simulations used in the analysis of the reference disposal system. The vertical 
axes also show maximum ADEs but taken from 500 randomly sampled simulations with an assumed 
increase in backfill thickness. Points falling on the diagonal line indicate pairs of simulations with 
identical results. 
For all simulations, the thicker backfill leads to about the same decrease in maximum ADEs at 1 o4 
and 1 o5 a. 



The mean ADE is smaller at lo4 a in Case 5 because the lower 
groundwater velocity has reduced the transport of contaminants 
along all geosphere segments. Breakthrough to the biosphere is 
just beginning for 1 2 9 ~  and '*c near lo4 a. With lower ground- 
water velocities, the slower transport results in lower contam- 
inant releases to the biosphere, and thus smaller ADEs, resulting 
from delay of the breakthrough front. 

- The mean ADE is larger at lo5 a because of the effects of the 
well (see Section D.7 in Appendix D). The well demands are 
identical in the reference disposal system and in Case 5. 
However, the well in Case 5 must collect water from a larger area 
to meet this demand because groundwater velocities are lower. 
Thus, a larger portion of the plume of contaminants is captured. 
Another way to consider this situation is that, with lower 
groundwater velocities, there is less dilution and, therefore, 
contaminant concentrations in groundwater and well water are 
higher. The net result is that ADEs from long-lived nuclides, 
such ds 1 ' 9 ~ ,  are larger (Table 6-17 in the main text and 
Figures E-39 and E-40). The ADEs from nuclides with relatively 
short half-lives, such as 14c, are smaller because the extra 
transport time allows for more decay. 

Figure E-46 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At lo4 a, the simul-ations with 
the largest ADEs are slightly affected, although most other sinnulations 
show a significantly reduced ADE. A few simulations show an increased ADE. 
At lo5 a, the individual simulatior~s show boLh ir~c~eases drid decreases in 
the ADEs. 

In general, higher groundwater velocities result in lower contaminant 
concentrations that arrive earlier, whereas lower velocities result in 
greater concentrations that arrive later (unless half-lives are of the same 
order or smaller than the travel time). Nevertheless, Figure E-46 shows 
that the trend in ADEs can be reversed in individual simulations because of 
the complex interactions between parameters such as well demand, well 
capacity and plume capture fractions (see Section D.7 in Appendix D). 

E.8.7 CASE 6 - INCREASED CONCENTRATIONS OF NATURALLY OCCURRING IODINE 

In Section 5.6 in the main text, we note that estimated annual doses from 
are affected by mixing with stable iodine. Within the food-chain and 

dose model, our calculations include the effects of stable iodine in 
groundwaters discharging from the geosphere and entering the drinking water 
of the critical group. 

The concentration of stable iodine is described by a PDF with an average 
value of 12.5 pg/~ (Gascoyne and Kamlnenl 1992, Davis et al. 1993). In 
Case 6, we adjust the PDF so that the average concentration is increased to 
125 pg/L. This change is not consistent with current information at the 
site of the hypothetical vault in the Whiteshell Research Area (WRA). 
(However, concentrations of iodine up to 100 !g/L have been found in 
overburden waters in other parts of the WRA and even larger concentrations 
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FIGURE E-46: Effect of Reduced Groundwater Velocities 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the assumed 
groundwater velocities in the geosphere. The horizontal axes show maximum ADEs from the 
reference case: the first 500 randomly sampled simulations used in the analysis of the reference 
disposal system. The vertical axes also show maximum ADEs but taken from 500 randomly sampled 
simulations with an assumed smaller groundwater velocity scaling factor (and, therefore, lower 
groundwater velocities in the geosphere). Points falling on the diagonal line indicate pairs of 
simulations with identical results. 
At 1 o4 a, a lower groundwater velocity yields smaller maximum ADEs for almost all simulations 
because slower transport results in smaller contaminant releases to the biosphere. At 1 o5 a, this 
pattern is reversed for many simulations because of the complex interactions between well demand 
and fraction of the contaminant plume captured by the well (see text). 



of iodine have been observed in other areas of the Canadian Shield 
(Gascoyne and Kamineni 1992, Frape and Fritz 1987).) 

As expected, increasing the concentration of naturally occurring iodine 
decreases the mean ADE at lo4 and lo5 a (Table 6-16 in the main text and 
Figure E-39) because it reduces AnEs from 1 2 9 ~  hy isotopic dilution (ADEs 
from 14C and "TC are not affected) . The assumed tenfold increase in 
concentrations of naturally occurring iodine results in a mean ADE 
reduction of a factor of only 4 to 5 (Table 6-16 in the main text and 
Figure E-39) because isotopic dilution does not occur in all sinlulations. 

Figure E-47 shows a pairwise comparison of each of the 500 simul-ations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At both lo4 a and lo5 a, many 
of the simulations are unaffected by increased concentrations of naturally 
occurring iodine, whereas others show the effects of up to a tenfold 
decrease in the ADE. As expected, the simulations with the largest ADEs 
are more likely to be affected because they also have largest estimated 
concentrations of 12'1. 

CASE 7 - INCREASED WASTE EXCLUSION DISTANCE 

The Waste exclusion distance is the layer of rock isvlali~~y the wdste 
emplacement part of any vault room from fracture zone LD1 (Section 5.2 in 
the main text). For the reference disposal system, about 50 m o f  sparsely 
fractured rock is between the nearest container and L n l .  In C a s e  7, w e  
examine an increased distance of about 70 m, which increases the lengths of 
the segments in the geosphere that connect the vault to fracture zone LD1. 

This case describes a potential design constraint because it would be 
achieved by adjusting the vault layout relative to fracture zone LD1. In a 
more general sense, it might be classified as a site feature rel-ated to the 
number and types or fractures in the host rock surrounalng a disposal 
vault. 

The major effect of changes to the waste exclusion distance is on the time 
required for transport of contaminants from the vault to LD1. The effect 
on the ADE is more important at early times because only a few radionuc- 
lides in a few simulations have broken through to the biosphere. The 
results in Table 6-16 in the main text show that, at lo4 a, the ADEs are 
about 5 orders of magnitude smaller for the 70-m waste exclusion distance. 
The effects of delay are less significant at lo5 a because the major 
contributor to the ADE, 12'1, has smaller differences in discharge rates 
for most simulations. Table 6-17 in the main text and Figures E-39 to E-41 
show that the ADEs are more decreased at 10' a for 14c and "TC than for 
12'1. This occurs because of the greater extent of radioactive decay of 
14c before the peak is released and because of the additional delay of the 
leading edge of the breakthrough of 99~c, resulting from the sorption of 
"TC on the additional rock between the vault and LD1. 

Figure E-48 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At both lo4 a and lo5 a, all 
the simulations are affected by the increase in waste exclusion distance 
and show significantly reduced ADEs. 
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FIGURE E-47: Effect of Increased Concentrations of Naturally Occurring 
Iodine 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the 
concentrations of naturally occurring iodine in groundwater. The horizontal axes show maximum 
ADEs from the reference case: the first 500 randomly sampled simulations used in the analysis of the 
reference disposal system. The vertical axes also show maximum ADEs but taken from 500 
randomly sampled simulations with larger assumed concentrations of naturally occurring iodine. 
Points falling on the diagonal line indicate pairs of simulations with identical results. 
Larger assumed concentrations of naturally occurring iodine lead to smaller maximum ADEs, with a 
maximum reduction of about 10. 
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FIGURE E-48: Effect of a Larger Waste Exclusion Distance 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 105 a 
(part b). Each symbol plots the results from two simulations that are identical except for the size of 
the waste exclusion distance. The horizontal axes show maximum ADEs from the reference case: 
the first 500 randomly sampled simulations used in the analysis of the reference disposal system with 
a 50-metre waste exclusion distance. The vertical axes also show maximum ADEs but taken from 
500 randomly sampled simulations with an assumed waste exclusion distance of 70 mi. Points falling 
on the diagonal line indicate pairs of simulations with identical results. 
The larger waste exclusion distance shows large reductions in the maximum ADEs, especially at 
104 



Auxiliary studies have confirmed the importance of the waste exclusion 
distance: 

- For an assumed waste exclusion distance of about 30 m, the mean 
of the ADEs increases by approximately 2 orders of magnitude at 
lo4 a and by a factor of 4 at lo5 a. 

- For an assumed waste exclusion distance of about 200 m, the mean 
of the AuE would be zero at all times up to l o 5  a. 

Finally, we also examined the effect of small variations in the length of 
the waste exclusion distance. For the reference disposal system, the 
minimum waste exclusion distance is about 50 m; we actually use a more 
precise value, 46.5 m, based on engineering drawings. We examined two 
other cases, where this more precise value is 45.7 and 47.5 m, or about 2% 
smaller and larger respectively. (Unlike other variations described here, 
these two cases did not involve modification of the network of segments.) 
The results, from sets of 500 simulations, show that 

- There is a large change in the mean ADE for times up to lo4 a. 
The 2% smaller waste exclusion distance leads to a 40% increase 
in the mean ADE, whereas the 2% larger distance leads to a 30% 
decrease. 

- The effects are smaller for times up to lo5 a. Both the larger 
and smaller waste exclusion dlstance change the mean ADE by only 
about 7%. 

These resillts a g a i n  s h o w  that the l e n g t h  n f  t h e  waste exclusion distance is 
more important at early times and less important once releases do not 
change rapidly with time. 

The definition of the reference disposal system specifies a waste exclusion 
distance of about 50 m of sparsely fractured rock with no vault rooms 
located above fracture zone LD1 (Section 6.2 in the main text). Case 8 
examines a variation in which we assume some vault rooms are added above 
LD1. It is modelled by changing 

- The dimensions of the vault, which are extended by adding some 
vault rooms above LDI, so that the vault disposal area increases 
by about 7%. some new network segments are required, ds 
illustrated in Figure E-49, to connect the new vault rooms with 
LD1. The waste exclusion distance is maintained at about 50 m on 
hot-h sides of LD1. 

- The total inventory of the nuclear fuel waste increases by about 
7%, taking account of the additional vault disposal rooms. 

As for Case 7, this case is here considered to be a potential design 
constraint, but it may also have broader implications as a site feature 
related to the frequency of fractures and the g r n i i n d w a t e r  velocities in the 
rock near a potential disposal vault. 



FIGURE E-49: Illustration of the Network of Segments Required for Case 8 .  

Both parts of this figure are cross sections through the vault, illustrating the location of fracture zone 
LD1 and some of the geosphere segments (shown as arrows) connecting the vault to ILD1. The 
segments in Part (a) are used in the simulations for the reference disposal system. The segments in 
Part (b) are used in the simulations for Case 8 and include additional segments from the vault rooms 
above LD1. Groundwater flow is generally downwards in the rock above LD1, extremely small in the 
rock below LD1, and upwards along LD1. 



Table 6-16 in the main text shows that the addition of vault rooms above 
LD1 leads to significantly larger ADEs at lo4 and lo5 a. These results can 
be attributed to three effects: 

- The backfill is always between the buffer and LD1 for the rooms 
below LD1. Therefore, all contaminants from vault rooms below 
LD1 travel through both the buffer and the backfill (Garisto and 
LeNeveu 1991). On the other hand, the backfill does not lie 
between the buffer and LD1 for the vault rooms above LD1; for 
these rooms we assume that the backfill is not in the transport 
path and that all contaminants travel only through the buffer 
(Section 5.2 in the main text). Thus the introduction of rooms 
above LD1 leads to larger ADEs because we assume the backfill 
barrier is avoided for these rooms. 

- Groundwater velocities toward LD1 and within the waste exclusion 
distance are more than 10 times faster in the rock above LD1, 
compared with the rock below LD1. These differences have the 
result that both diffusion and transport in moving groundwater 
are important in transporting contaminants from the vault rooms 
above LD1, but only diffusion is important from the vault rooms 
below LD1. That is, the additional rooms above LD1 leads to 
larger ADEs because of the increased contaminant transport from 
these additional rooms to LD1. 

- The additional rooms above LD1 contain an increased inventory of 
about 7%. The increased inventory by itself has a relatively 
small effect. 

The ADEs from 14c and "TC at lo5 a are increased more than those from 
(Table 6-17 in the main text and Figures E-39 to E-41). The ADE from 14c 
is affected, in addition to the three factors above, by radioactive decay; 
that is, the more rapid transport brings 14c to the surface earlier, allow- 
ing less time for radioactive decay to reduce the amounts of 14c. The 
half-lives of the other two nuclides are too long for decay to have much 
effect. The ADE from "TC is strongly affected by the presence or absence 
of the backfill barrier because "TC is sorbed on the backfill. 

Figure E-50 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At both lo4 a and lo5 a, all 
the simulations are affected by the extra rooms above LD1 and show signifi- 
cant increases in the ADEs. 

An auxiliary study examined a vault layout with and without rooms above 
LD1, and where the waste exclusion distance on both sides of LD1 was 
increased to about 70 m. Compared with Case 7, the additional size of the 
waste exclusion distance should reduce the ADEs, whereas the rooms above 
LD1 should increase the ADEs. The net effect is an increase in the ADEs, 
by factors of about 200 at lo4 a and 40 at lo5 a. 

The results of Case 8 (and Case 7) are sensitive to the detailed character- 
istics of the site of the reference disposal system. 
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FIGURE E-50: Effect of Vault Rooms on Both Sides of L D l .  

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical, except for the presence 
or absence of vault rooms above and to the right of fracture zone LD1. The horizontal axes show 
maximum ADEs from the reference case: the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system, with no vault rooms above LD1. The vertical axes also 
show maximum ADEs but taken from 500 randomly sampled simulations assuming vault rooms are 
on both sides of LD1. Points falling on the diagonal line indicate pairs of simulations with identical 
results. Both sets of simulations use a waste exclusion distance of about 50 m. 
The results indicate that the presence of rooms above LD1 lead to large increases in rnaximum ADEs. 



E.8.10 0 LUME 

The reference disposal system assumes that, in about 50% of all simula- 
tions, there is a well located above, and drawing water from, the centre of 
the plume of contaminated water travelling along fracture zone LD1 (Davison 
et al. 1994, Davis et al. 1993). In Case 9, we assume that the source of 
water used by members of the critical group is always the lake (or, equiva- 
lently, that their well water is no more contaminated than the water in the 
nearby lake). This change is not consistent consistent with current 
information at the site of the hypothetical vault in the WRA. 

The results in Table 6-16 in the main text show that the means of the ADEs 
are reduced by a factor ot 7 at lo4 a and 5 at 10' a, principally because 
of the importance of the well in drawing water directly from the contami- 
nant plume in the reference disposal system. In Case 9 

- Drinking water for the critical group always comes from lake 
water, which generally has lower concentrations of contaminants 
than well water; 

- Irrigation of the garden (if it is practised) also involves lake 
water; and 

- The transport path for contaminants through the geosphere always 
includes migration through the upper rock zone and through the 
overburden and compacted lake sediment layers, which further 
delays releases and reduces the ADEs. Technetium is particularly 
affected (Table 6-17 in the main text and Figure E-41) because it 
is sorbed onto overburden and lake sediment. Carbon-14 is also 
affected because it is sorbed by the calcite present in the upper 
rock zone, and its relatively short half-life means less 14c 
discharges to the biosphere. 

Figure E-51 shows a pairwise comparison of each of the 500 simulations from 
this case with the first 500 randomly sampled simulations used in the 
analysis of the reference disposal system. At both lo4 a and 10' a, about 
250 pairs of simulations are unaffected because both use lake water as the 
source of water for the critical group. In the remaining 250 pairs simula- 
tions, the ADEs are reduced by up to 2 orders of magnitude when lake water 
is used instead of well water. The overall effect of this site feature on 
the mean of the ADEs is less than 1 order of magnitude because some of the 
simulations with largest ADEs involve the use of lake water. 

In the reference disposal system, the average thickness of the compacted 
lake sediment is 4.7 m (Davis et al. 1993), and the average thickness of 
the overburden is 4.6 m (Davison et al. 1994). For cases 10 and 11 we 
truncate the PDFs used in the reference disposal system for these para- 
meters to eliminate the smaller values: 

In Case 10, the minimum thickness of the compacted lake sediment 
is assumed to be 10 m, and the average thickness is increased to 
13.0 m; and 
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FIGURE E - 5 1 :  Effect of the Use of Lake Water Only 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) arld up to lo5 a 
(part b). Each symbol plots the results from two simulations that are identical, except for the source of 
domestic water used by the critical group. The horizontal axes show maximum ADEs ,from the 
reference case: the first 500 randomly sampled simulations used in the analysis of the reference 
disposal system, in which the source of water is the well in about 250 simulations and the lake in 
about 250 simulations. The vertical axes also show maximum ADEs but taken from 500 randomly 
sampled simulations in which the assumed source of water is always the lake. Identical results should 
be obtained for about 250 simulations where the source of water is the lake in both sets of 
simulations. 
The maximum ADEs are much smaller for many simulations when only the lake is available as the 
source of water. 



In Case 11, the minimum thickness of overburden is assumed to be 
21) m, such that its average thickness is increased to 21.2 m. 

In both cases, the assumed increase in thicknesses is not consistent with 
current information at the site of the hypothetical vault in the WRA. 
However, the ranges are compatible with thicknesses of compacted lake 
sediment and overburden found on the Canadian Shield. 

The iricredsed Lhickness can act to delay the transport of contaminants, 
except for those contaminants that enter the well, and thus by-pass lake 
sediment and overburden. The results in Table 6-16 show that increased 
thicknesses of compacted l .ake  sediment and overburden have little effect on 
the mean of the ADEs. The effects are minor because compacted lake sedi- 
ment and overburden 

- are not part of important pathways affecting the critical group 
whenever a well is used; and 

- do not subsLantially delay the transport of 12'1; for example, in 
the median-value simulation, the delays are only about 200 a 
through either barrier (Table D-3 in Appendix D). 

Figure E-52 shows a pairwise comparison of each of the 500 simulations from 
Case 11 (thicker overburden) with the first 500 randomly sampled simula- 
tions used in the analysis of the reference disposal system. At both lo4 a 
and lo5 a, no effects are observed for about 250 simulations in which a 
well is present. For the remaining simulations, ADEs are reduced with the 
thicker overburden. A similar pattern of behaviour is observed for thicker 
compacted lake sediment (Cdse 10). 

In the reference disposal system, we assume that the nearby fields contain 
any one of four soil types, with the most likely soil type being sandy soil 
(Davis et al. 1993). In Case 12, we assume the fields consist of only 
organic soil. 

Table 6-16 shows a small increase in the mean of the ADEs. There are two 
main reasons for this effect: 

- Case 12 also involves changes to other parameters used in the 
biosphere because some parameters are correlated with soil type 
(Section 5.6 in the main text). For example, organic soils may 
require greater amounts of irrigation, and hence put a greater 
demand on the well when well water is used for irrigation. In 
turn, greater demands on the well may result in greater capture 
of contaminants and greater accumulation of contaminants in the 
garden. 

- An important part of the pathways affecting the critical group is 
ingestion of plants grown in contaminated soil. In Case 12, 
contaminant concentrations in soil are reater because organic 
soil more strongly sorbs 14c, 12'1 and "Tc. Thus the mean of 
the ADEs are also greater. 
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FIGURE E-52: Effect of Increased Overburden Thickness 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to lo5 a 
(part b). Each symbol plots the results from two simulations that are identical except fclr the thickness 
of the overburden. The horizontal axes show maximum ADEs from the reference case: the first 500 
randomly sampled simulations used in the analysis of the reference disposal system. The vertical 
axes also show maximum ADEs but taken from 500 randomly sampled simulations with an assumed 
increase in thickness of overburden. Points falling on the diagonal line indicate pairs of simulations 
with identical results. 
The results show that increased thicknesses of the overburden lead to smaller maximum ADEs for 
many simulations. Similar results are obtained for simulations with an increased thickness of 
compacted lake sediment. 



The ADEs are more affected for 14c and "TC than for 12'1 (Table 6-17 in 
the main text, Figures E-39 to E-41) because of differences in the extent 
of sorption of these nuclides on organic soil. 

Figure E-53 shows a pairwise comparison of each of the 500 simulations from 
Case 12 with the first 500 randomly sampled simulations used in the analy- 
sis of the reference disposal system. At both lo4 a and lo5 a, the 
presence of organic soils gives mixed effects on the ADEs. However, the 
average effcct is that ADEs tend to be greater with organic svils than with 
other types of soil. 

In the reference disposal system, the average size of the watershed is 
100 km2 (Davis et al. 1993). In Case 13, we modify the PDF describing the 
watershed area, such that the assumed average size is 1000 km2. This 
increased watershed area is not consistent with lakes near the reference 
disposal system. 

A larger watershed area provides larger flows of water through the lake, 
and thus larger dilution of contaminants that have entered the lake. The 
results in Tables 6-16 and 6-17 in the main text show that there are only 
small decreases in the ADEs, primarily because the critical group is more 
affected by water from the well than by water from the lake. 

Figure E-54 shows a pairwise comparison of each of the 500 simulations from 
Case 13 with the first 500 randomly sampled simulations used in the analy- 
sis of the reference disposal system. At both lo4 a and lo5 a, about 250 
simulations involving the wcll are unaffected by an increased watershed 
area. Of the remaining 250 simulations, some show the full one-order-of- 
magnitude dilution effect, and others show an intermediate effect. 

AECB (Atomic Energy Control Board). 1987. Regulatory policy statement. 
Regulatory objectives, requirements and guidelines for the disposal of 
radioactive wastes-long-term aspccts. Atomic Energy Control Doard 
Regulatory Document R-104. 

Davis, P.A., R. Zach, M.E. Stephens, B.D. Amiro, G.A. Bird, J.A.K. Reid, 
M.I. Sheppard and M. Stephenson. 1993. The disposal of Canada's 
nuclear fuel waste: The biosphere mode, BIOTRAC, for postclosure 
assessment. Atomic Energy of Canada Limited Report, AECL-10720, 
COG-93-10. 

Davison, C.C., T. Chan, A. Brown, M. Gascoyne, D.C. Kamineni, G.S. Lohda, 
T . W .  Melnyk,  B.W. Nakka, P.A. OIConnor, D.U. Ophori, N.W. Scheier, 
N.M. Soonawala, F.W. Stanchell, D.R. Stevenson, G.A. Thorne, 
S . H ,  Whitaker, T.T. Vandergraaf and P. Vilks. 1994. The disposal of 
Canada's nuclear fuel waste: The geosphere model for postclosure 
assessment. Atomic Energy of Canada Limited Report, AECL-10719, 
COG-93-9. 



1 , , , , , , , , , , , , , , , , , , , , , , , 
10-'14 10-'~2 l o - ' ~ ~  

Max. Annual Dose TO 1 0  000 Years [Svla] 
Reference Case 

I I 

- 4  2 0 i i - 6  1 i - 6  l i - 4  
1 ' " '  8 . " I '  "' ' " ' 1 ' " '  

Max. Annual Dose To 100 000 a [Svla] 
Reference Case 

FIGURE E-53: Effect of Soil Type 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the soil type 
in the garden (and other fields) used by the critical group. The horizontal axes show maximum ADEs 
from the reference case: the first 500 randomly sampled simulations used in the analysls of the 
reference disposal system, in which the selected soil type is sand, loam, clay or organic in about 
57%, 5% 24% and 14% of the simulations respectively. The vertical axes also show maximum 
ADEs but taken from 500 randomly sampled simulations where the assumed soil type is organic. 
Points falling on the diagonal line indicate pairs of simulations with identical results. 
In most simulations, the use of organic soil leads to larger maximum ADEs. 
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FIGURE E-54: Effect of Increased Watershed Area 

These scatter plots show 500 pairs of maximum ADEs for times up to 1 o4 a (part a) and up to 1 o5 a 
(part b). Each symbol plots the results from two simulations that are identical except for the size of 
the watershed area feeding the lake. The horizontal axes show maximum ADEs from the reference 
case: the first 500 randomly sampled simulations used in the analysis of the reference disposal 
system. The vertical axes also show maximum ADEs but taken from 500 randomly sampled 
simulations with a larger assumed watershed area. Points falling on the diagonal line indicate pairs of 
simulations with identical results. 
A larger watershed area leads to smaller maximum annual dose estimates for many simulations. 
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F . l  INTRODUCTION 

Appendix F discusses two topics related to scenario analysis: the 
probabilities of occurrence of meteorite strikes and earthquakes. We 
examine these two rare events and provide estimates of their probabilities 
of occurrence for cases where they occur close enough to the reference 
disposal vault to cause a significant disruption to the integrity of the 
disposal system. 

F.2 PROBABILITY OF OCCURRENCE OF METEORITE STRIKES 

Grieve and Robertson (1984) note that about lo5 kg of meteoroids (or inter- 
planetary material) enter the Earth's atmosphere every day, but most of 
them burn up or disintegrate in the atmosphere. Meteorites are those 
meteoroids that reach the Earth's surface, and smaller meteorit~es are more 
common than larger ones. Meteorites have impact velocities of the order of 
20 to 25 km/s and release large quantities of energy. For example, "the 
energy released in forming the relatively small 3.8-km Brent crater, 
Ontario is estimated at . . . the same order of magnitude as the annual 
output of seismic energy by the earth" (Grieve and Robertson 1984). The 
effects of such impacts include penetration of the target rocks to a depth 
of several radii of the meteorite and the formation of a meteorite crater 
that damages the underlying rock. 

In discussing this damage, Grieve and Robertson (1984) distinguish between 
simple and complex craters: simple craters, with diameters less than 4 km, 
have deeper effects relative to their diameter than do complex craters 
whose diameters are greater than 4 km. Simple craters tend to exhibit the 
bowl-like cross section shown in Figure F-1, whereas complex craters show a 
structure with (more) pronounced uplift in the centre. 

Grieve and Robertson (1984) describe the effects of a meteorite crater on 
five different zones of rock in the impact area. 

- Rock at the point of impact is excavated and ejected. The depth 
of excavation (from the original land surface) is about 10% of 
the crater diameter for simple craters and up to 6.5% for complex 
craters. 

- Underlying rock is moved and redistributed within the confines of 
the crater. This rock is highly shocked and impact-melted and 
extends to a depth, from the original land surface, of about 14% 
of the crater diameter for simple craters but only 9% for complex 
craters. As indicated in Figure F-1, this depth lies somewhat 
off-centre from the point of impact. 

- At greater depths, rock is shocked and compressed, and displaced 
but not redistributed. For sfmple craters, this zone extends 
downwards to about 42% of the crater diameter. For complex 
craters, the depth is about 25% of the crater diameter. 
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FIGURE F-1: Effects of a Meteorite Strike 

In the analysis described herein, we assume that a meteorite strikes the surface of the Earth directly 
above the disposal vault. We examine the case where the meteorite is sufficiently large that it leaves 
a 3.6-km diameter crater and completely disrupts the rock above the disposal vault. The maximum 
depth of excavated rock is about 360 m, and a further 140 m of rock is redistributed. Rock below 
500 m is not redistributed but may be shocked, compressed and fractured. 



- A larger zone of fractured rock surrounds the impact site. The 
diameter of the zone of fractured rock is about 1.5 times the 
diameter of a simple crater, and 2.7 times the diameter of a 
complex crater. For both simple and complex craters, the esti- 
mated depth of fracturing is about 76% of the crater diameter. 

- Seismic energy from the impact may affect rock far beyond the 
immediate area of the crater. The effects would be greater in 
rock that is highly stressed. 

We are concerned here with the probability of occurrence of a meteorite 
that strikes near the disposal site and that disrupts the integrity of the 
disposal system. We examine the specific case in which a large meteorite 
creates an impact crater about 3.6 km in diameter (Figure F-1). Based on 
the above discussion, this crater diameter is sufficiently large that 

- The depth of excavation would be about 360 m. That is, about 
1.9 x 10' m3 of rock from as deep as 360 m would be excavated and 
ejected from the site of the impact. 

- Rock to a depth of about 500 m would be moved and redistributed 
throughout the crater. This volume of rock, about 7.5 x lo8 m3, 
would be dispersed into the lens-like shape shown, with a maximum 
depth of about 140 m from the interior surface of the crater. 

- There is a larger zone of underlying rock that would be displaced 
(shocked and compressed) and fractured. The extent of fracturing 
is estimated to extend to a diameter of 5.4 km at the surface and 
to a depth of about 2.7 km. 

Figure F-1 also shows the presumed impact site, located immediately above 
the geometric centre of the disposal vault. It follows that th~e depth of 
the redistributed rock would just extend to the horizon of the vault, for a 
disposal vault at a depth of 500 m (the nominal minimum depth in the 
concept for disposal of Canada's nuclear fuel waste). 

An estimate of the probability of occurrence of a crater like that in 
Figure F-1 can be made using the relationship from Grieve and Robertson 
( 1 9 8 4 ) :  

where D is the crater diameter in kilometres, and N is an estimate of the 
frequency of occurrence, per year and per square kilometre, of il crater of 
diameter D or lar er. For a crater diameter of 3.6 km or greater, N is 
e q u a l  LU 1.5 XIO-'~ km-2 a-I. 

To estimate an annual probability of occurrence of a meteorite strike, we 
r e q u i r e  a  measure  o f  t h e  a r e a l  e x t e n t  a f f e c t e d  by t h e  i m p a c t .  A c r a t e r  
3.6 km in diameter would affect an area approximately equal to the area of 
the disposal vault. A larger crater would have a deeper and more wide- 
spread zone of redistributed rock and could intersect the disposal vault 
even if the impact site were some distance away from the vault. Thus 
larger craters are less likely to occur, but they are associateti with a 



larger area where rock at a depth of 500 m is redistributed but not 
ejected. Grieve and Robertson (1984) describe a procedure to take into 
account the areal extent. Using their procedure, we estimate a probability 
of about 1.4 x 10-''/a that a meteorite would produce a zone of redistrib- 
uted rock that intersects the disposal vault. 

Thus our analysis shows that the probability of occurrence is very small 
for a specific case in which a meteorite causes redistribution of rock at a 
depth of 500 m. Slightly larger (smaller) prohahilities would apply t-o 
meteorites that would produce less (more) damage to the disposal vault. In 
estimating these probabilities, we have not taken into consideration varia- 
tions in probability of meteorite impacts with latitude and time. We 
expect these variations would be relatively small. Thus similar probabili- 
ties of occurrence for meteorite impacts would apply to a disposal vault at 
500 m depth at any terrestrial location. 

Earthquakes are a series of suddenly generated elastic waves in the Earth, 
occurring to depths of about 700 km (Lapedes 1978). They are caused by the 
sudden release of energy in the earth when stresses in the rock have grown 
greater than the rock strength. The stress is relieved when the rock 
breaks, and the sudden movement generates elastic waves. 

Earthquakes are generally associated with the extremely slow movement of 
material in the mantle, causing the movement of parts of the earth's crust, 
called plates. The process is called plate tectonics. A plate is an inde- 
pendent segment of the crust and solid upper mantle of the earth that moves 
horizontally relative to other segments and interacts with them along its 
margins. Where breaks (rifts) occur in the crust, new plate material is 
created as molten material from the lower mantle comes to surface and soli- 
difies into rock as it cools. The new crust that is formed spreads away 
from the rift as the plates diverge. Movement of the plates induces the 
gradual drifting of continents on the earth's surface and could generate 
faulting in the interior regions of continents, including the Canadian 
Shield. 

Johnston and Kanter (1990) show that earthquakes are much less frequent at 
rifted portions of the crust than at plate boundaries, and even more infre- 
quent at unrifted portions of the stable crust. Their data shows a 
frequency of about 6 x 10-11/km2/a for earthquakes of magnitude greater 
than 6 on unrifted portions of stable shields. (Earthquake magnitudes are 
frequently expressed using the logarithmic Richter scale, with recorded 
values as high as 8.9 (Strahler 1381). An earthquake of magnitude 4 can 
cause local damage, whereas one of magnitude 6 can be destructive in a 
limited area.) 

The Canadian Shield is the least seismically active portion of the North 
American plate and one of the least seismically active regions in the 
world. Although infrequent but detectable earthquakes occur throughout the 
Shield, most with magnitude greater than 4 tend to occur along the shield 
margins or along very large faults and the regions of most recent rifting 



(Adams and Basham 1991). Most of the large earthquakes in east.ern Canada 
have been be related to the location of ancient rifts in the North American 
plate (Adams and Basham 1991). In Ontario, earthquakes are concentrated 
near the Ottawa Valley (an old rift) and along the Kapuskasing structural 
zone (a 400-km long feature believed to be a deep crustal thrust fault 
(Percival and Card 1985)). 

Because earthquakes tend to occur in zones that have exhibited seismic 
activity in the past and because potential effects of an earthquake would 
depend on the the characteristics of a particular disposal site, we examine 
probabilities for a particular site: that of the (hypothetical) reference 
disposal system. We are concerned here with the probability of occurrence 
of an earthquake sufficiently near the disposal site that it disrupts the 
integrity of the disposal system. 

The disposal system could be affected if it were near enough to the focus 
(or centre) of a large earthquake. The potential significant effects are 
disruption of the engineered barriers and disruption of the rock surround- 
inq the disposal vault. Damage could result from 

- the formation of a new fault, 

- the movement of an existing fault with possible extension of 
branching faults or splays into the surrounding rock, and 

- shaking of the disposal vault and its contents caused by the 
elastic waves. 

If damage occurred, it could lead to new or altered pathways for movement 
of contaminants that are in the disposal vault at the time of the earth- 
quake or that have been released from the disposal vault prior to the 
earthquake. Damage within the vault could decrease the effectiveness of 
containers, buffer and backfill, and increase the rate of release of 
contaminants from the disposal vault. We consider only these a~dverse 
effects. Nevertheless, it is possible that an earthquake could actually 
improve the performance of the dispvsal syslem. For instance, a new fault 
could change hydraulic heads so that groundwater flow near and through the 
disposal vault decreases, or the extension of an existing fault could draw 
greater quantities of uncontaminated water so that contaminant concentra- 
tions are decreased in that fault. 

We examine below the probability of formation of new faults, the probabil- 
ity of extending existing faults, and the probability of damagiing the vault 
and its contents. 

From our studies at the WRA, w e  believe that the formation of a new fault 
nearby would not be a credible event over the next lo4 a. 

- The reference disposal system is located on an unrifted portion 
of the Canadian Shield. Our studies of the fracture zones at the 
WRA indicate they were formed during the cooling phase of the 
Lac du Bonnet Batholith, approximately two billion years before 
present (Davison et al. 1994a). In addition, studies at the 
Underground Research Laboratory (URL) in the WRA suggest that the 



existing fracture zones are inactive, and they have not experi- 
enced recurrent periodic movement within the last lo6 a (Davison 
et al. 1994a). 

If an earthquake did occur near the reference disposal system, it is more 
likely that an existing fault would be extended than a new fault would be 
formed, in part because existing faults are weaker than either moderately 
fractured or sparsely fractured rock (Davison et al. 1994a). However, we 
believe that the conditions in the vicinity of the reference disposal 
system are such that the probability is less than 10-~/a that an existing 
fault would be extended sufficiently to be of concern for at least the next 
104 .. 

- As noted above, our studies at the URL indicate that existing 
faults and fracture zones are inactive. The greatest extent of 
splays and secondary fractures associated with the most extensive 
fracture zone at the URL is only about 100 m, and it is likely 
that any these extensions occurred long ago, during times of 
plate collisions and following the retreat of glaciers (Davison 
et al. 1994a). 

Atkinson and McGuire (1993) estimated the probability that 
fractures would extend to reach a disposal vault as a result of a 
nearby earthquake. Their estimates indicate this probability is 
less than 10-*/a, provided the vault is not near an active fault. 
Specifically, the vault should not be within 1 km of a 2-km-long 
active fault, or within 200 m of a 500-m-long active fault, or 
within 50 m of any other active fault. We believe these 
conditions are met for the reference disposal system. For 
example, the nearest fracture zone (thought to be inactive) is 
about 50 m from any room in the reference disposal vault (see the 
fracture zone labelled LD1 in Figures 5-5 to 5-7 and 5-13). 

Finally, the probability of damage to the disposal vault by an earthquake 
depends on a number of factors, including the proximity of the vault to the 
focus of the earthquake, rock strength, and the design and orientation of 
the vault. Because the reference disposal system is located in an area 
that is seismically inactive, we believe that the probability is less than 
lom8/, that there would be significant damage to excavated disposal vault 
or its contents for at least the next lo4 a. 

- Dowding and Rozen (1978) have surveyed the effects of earthquakes 
on underground openings. They report that peak ground accelera- 
tions of less than 20% of the acceleration resulting from gravity 
(0.2 g) have produced no detectable damage, and accelerations up 
to 0.5 g produced only minor damage to excavation surfaces. 
Studies by Ates et al. (1994) on the potential effects of earth- 
quakes on a closed disposal vault show that earthquakes of magni- 
tude 6 would produce accelerations less than 0.5 g when the 
earthquake focus is about 1U km from a disposal vault. We expect 
that much larger accelerations would be necessary to cause sfgni- 
ficant damage to a closed excavation because of the support 
offered by the buffer, backfill and seal materials ( A t e s  et ai. 
1994). From these studies and from the frequency data of 



6 x lo-'' earthquakes of magnitude 6 or greater per square kilo- 
metre from Johnston and Kanter (1990), the associated probability 
of occurrence would be about 10-*/a or less of an earthquake 
sufficiently strong to damage the vault and its contents. 

Wc conclude there is a small probability (less than 10-*/a) that an earth- 
quake of sufficient magnitude would occur near enough the reference 
disposal system to cause significant damage. More generally, our studies 
indicate that it is very probable the integrity of any closed vault and its 
surrounding plutonic rock mass would be maintained for the next lo4 a if 
the disposal vault were sited far from regions of clustering of current 
earthquake activity, far from major regional fault zones on the Shield and 
far from ancient rifts. These considerations would contribute to the site 
selection process (Davison et al. 1994b). 
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APPENDIX G 

GLOSSARY 



absorbed dose (Dl: The quantity of energy transferred from radiation to a 
mass of a substance. The SI unit of measurement of absorbed dose 
is the gray (Gy). See dose equivalent. 

actinide: An element with an atomic number from 89 (actinium) to 103 
(lawrencium). All actinides are radioactive. Examples are 
thorium, uranium and plutonium. 

activitv: The number of nuclear disintegrations occurring in a given 
quantity of material per unit time. The SI unit of activity is 
the becquerel (Bq); 1 Bq = 1 disintegration per second. 

acute dose: A high dose of radiation received in a very short time. It is 
expressed in sievert (Sv). Radiation sickness or other effects 
could occur if dose rates are sufficiently high. Compare with 
chronic dose. 

An abbreviation for annual dose estimate. More precisely, it is 
an estimate of the 50-year committed effective dose cquivalcnt 
from internal exposure plus the effective dose equivalent from 
external exposure, occurring over a year. It is the same as the 
annual effective dose equivalent and its units are Sv/a. 

adsorption: Adhesion of ions, molecules or particles to the suxface of 
solid bodies with which they come in contact. See sorption. 

advection: 1. Transport of material or energy by a moving fluid. 2. In 
meteorology, the transport of an atmospheric property solely by 
the mass motion of the atmosphere. 3. In limnology, the vertical 
or horizontal transport of water, or of an aqueous property, 
solely by the mass motion of the fluid. 

-: See Atomic Energy Control Board. 

alpha   article l a ) :  The nucleus of a helium atom, consisting of two pro- 
tons and two neutrons. It has a charge equal to two electrons 
but with the opposite (positive) sign. Alpha particles are 
commonly emitted from heavy radionuclides such as 239~)u when they 
decay. These particles transfer their energy within a very short 
distance and are readily shielded by a piece of paper or a layer 
of dead human skin. See alpha radiation. 

alpha radiation: The emission of alpha particles from the nucleus of 
unstable atoms. Since alpha radiation cannot penetrat.e the outer 
layer of human skin, it is not normally a radiation ha.zard to 
humans and animals, unless it is located inside the body. See 
alpha particle. 

alternative scenario: As uscd in the postclosure assessment, a l t e r r l d l i v e  
scenario refers to some feasible combination of factors (fea- 
tures, events and processes) that describes a possible but not 
the most probable behaviour of the disposal system in time. This 

. combinatfon of factors also describes a possible mechanism for 
the release of contaminants from their engineered containment, 



followed by transport to the biosphere. In the assessment of the 
reference disposal system, the open-borehole scenarios and the 
inadvertent human intrusion scenarios are regarded as alternative 
scenarios, whereas the SYVAC scenarios are the most probable. 

annual dose: An abbreviation for committed effective dose equivalent. See 
that term. 

-dose See ADE. 

annual effective dose eauivalent: the sum, over one year, of the effective 
dose equivalent resulting from external exposure and the 50-year 
committed effective dose equivalent from that year's intake of 
radionuclides by a member of the critical group. It is the 
effective exposure over one year to low doses of ionizing radia- 
tion, and takes into account different types of radiation and the 
potential effects on different organs (see dose equivalent and 
effective dose equivalent). It is frequently abbreviated as ADE 
in the postclosure assessment. The SI unit of measurement of 
annual effective dose equivalent is the sievert per year (Sv/a). 

aauatic concentration ratio: The ratio of the nuclide concentration in the 
edible portion of fish to the concentration in water. It quanti- 
fies the transfer of a nuclide from the lake environment to fish. 

associated dose limit: In the postclosure assessment, an annual dose that 
conforms with the AECB risk criterion. The associated dose limit 
is derived from the radiological risk criterion set by the AECB. 
For a risk limit of (probability of serious health effects 
per year), and assuming that only one scenario contributes to the 
risk, the associated dose limit is the risk limit divided by the 
risk factor (2 x serious health effects per sievert as spe- 
cified in AECB Regulatory Document R-104). Thus the associated 
dose limit is 5 x Sv/a or 50 jlSv/a. It is about 2% of the 
annual dose that residents of the Canadian Shield receive from 
natural sources of radiation. Compare with conditional risk. 

atom: The smallest particle of an element that maintains the properties 
of the elerrlerlt and cdn eriter into chemicdl colrbirldLio11. ALUILIS 
are composed of protons, neutrons and electrons. The protons and 
neutrons adhere to each other in a dense nucleus, surrounded by a 
cloud of elertrons ~lectrically neutral atoms have an equal 
number of protons and electrons. Different isotopes of a given 
element are atoms with the same number of protons but a different 
numbers of neutrons. Ions are atoms that have gained or lost 
electrons and are, therefore, electrically charged. See also 
nuclide and radionuclide. 

Atomic E n e r s v  Control Board (AECB): The Canadian federal regulatory agency 
that has jurisdiction over nuclear facilities and nuclear materi- 
als, and exerts regulatory control through a comprehensive 
licensing system. Established in 1946, the Board's mandate is 
"to ensure that the use of nuclear energy in Canada does not pose 
undue risk to health, safety, security and the environment". 



Through its licensing and inspection systems, the AECB provides 
control and supervision of the development, application and use 
of atomic energy in Canada, and participates on behalf of Canada 
in international measures of control. 

backfill: In a disposal vault, the material used to refill excavated 
portions in disposal rooms, shafts and tunnels after the waste 
packages and buffer have been emplaced. In the CNFWMP, the back- 
fills being considered are: a mixture of glacial lake clay and 
crushed granite from the vault excavation and a mixture of sodium 
bentonite clay and silica sand. 

backcrround radiation: Radiation doses received by the public f.rom sources 
other than nuclear facilities. These sources can be broadly 
categorized as: 1, naturally occurring radiation (see natural 
background radiation), 2. fallout from nuclear weapon:; testing, 
3. radionuclides present in the environment because of technolo- 
gical processes other than the operations of nuclear facilities, 
4. irradiation from consumer products and services and,  
5. medical diagnostic and therapeutic radiological processes. 

batholith: A large mass of intrusive igneous rock, most of which consoli- 
dated at a considerable depth below the surface of the earth. 
Similar to a pluton except that it is much larger. 

becsuerel f B a l :  'The Sl unit of radioactivity for measuring the rate of 
decay of a radioactive substance. It is equivalent to the disin- 
tegration of one radioactive nucleus per second. 

bentonite: Absorptive colloidal formed by the chemical alteration of vol- 
canic ash. It is composed mainly of montmorillonite and related 
minerals in the smectite group. Sodium-rich bentonite has a 
particular attraction for water and swells when wet. It is being 
considered as a major component of the buffer material. used in a 
disposal vault. 

beta particle rB1: A free electron or positron emitted by a radlionuclide 
during radioactive decay. Beta particles can penetrat.e biologi- 
cal tissue to a depth of 1 to 2 cm, or aluminum to a few mrn. It 
can be an internal and/or external hazard to humans and other 
biota. See also beta radiation. 

beta radiation: The emission of electrons or positrons (positively charged 
"electrons") by the nucleus of an unstable atom. See also beta 
particle. 

biosphere model: The biosphere model describes the transport of contami- 
nants within the local surface water, soil, atmosphere and the 
food-chain to man, including the resultant health impact of con- 
taminants on members of the critical group. In the SYVAC3-CC3 
computer model, the disposal system is modelled using a system 
model that contains models for the vault, geosphere and 
biosphere. These models were introduced to simplify the 
development of mathematical models of complex processe,s. See 
BIOTRAC. 



RIOTRAC: A computer code written at AECL Research, Whiteshell Labora- 
tories, to model BIOsphere TRansport And Consequences associated 
with nuclear fuel waste disposal. It was written to serve as the 
biosphere model in SYVAC3-CC3 and is used in the postclosure 
assessment of the reference disposal system. 

buffex: In the CNFWMP, a highly impermeable material that would be placed 
around the waste containers in a disposal vault. The primary 
purpose of this material is to serve as an additional barrier by 
retarding the movement of water, such that contaminant movement 
away from the containers would be dominated by diffusion. It 
would also affect the rates of container corrosion, fuel dissolu- 
tion, and radionuclide migration. In the postclosure assessment 
study, the buffer material is a compacted sand-bentonite mixture. 

butter anion correlation Parameter: A parameter that correlates the values 
of the buffer diffusion coefficient and the buffer capacity fac- 
tor for all contaminants in the vault that are expected to form 
anionic species in groundwater. 

buffer ca~acitv factor: The ratio of the total amount of a species per 
unit volume of porous medium to the amount of the species in 
solution per unit volume of the same medium. 

b u f f e r d i f f u s i o n :  See diffusion coefficient. 

9 nt Prosram PI: A program of 
research and development on radioactive waste management estab- 
lished in a 1978 Joint Statement by the Federal Government and 
the Government of Ontario. The aim is to develop and assess the 
concept of disposing of nuclear fuel waste in the plutonic rock 
of the Canadian Shield. AECL is responsible for verifying the 
safety of this disposal method. Ontario Hydro is responsible for 
developing and demonstrating nuclear fuel waste storage techno- 
logy and for transportation of this waste from reactor sites. A 
second Joint statement in 1981 imposed the restriction that the 
concept must be assessed, reviewed and accepted before site- 
specific activities would be undertaken. 

CANDU: U a d a  Deuterium uranium, the name of the Canadian-designed reac- 
tor that uses natural uranium fuel and is moderated by heavy 
water. CANDU is a registered trademark of Atomic Energy of 
Canada Limited. 

case : In the postclosure assessment, a set of SYVAC simulations for one 
waste disposal system, one set of models, one set of nuclides and 
one set of parameters and parameter probability density 
functions. Data from a case are usually analyzed together 
statistically to generate estimates of mean annual dose, risk, 
etc. These simulations represent all factors defining the SYVAC 
scenarios. 



chronic dose: A dose of radiation received at a low rate over a long 
period of time. It is expressed in sievert (Sv). There would be 
no immediate effects such as radiation sickr~ess, but other 
serious health effects (such as radiation-induced cancer) may 
occur in the future. In the postclosure assessment, we assume a 
dose rate of 1 Sv/a would lead to serious health effects because 
estimated doses attributed to a nuclear waste disposal facility 
are expected to be small and to persist for long periods of time. 
Compare with acute dose. 

CNFWMP: See Canadian Nuclear Fuel Waste Management Program. 

collcctivc dose: The total dose for a populatiur~, usually base15 on the 
committed effective dose equivalent and effective dose equiva- 
lent. The collective dose can be calculated by multilplying the 
average dose for the exposed population by the number of people 
in the population. The unit used is person-Sv. See also 
radiological dose, effective dose equivalent and committed effec- 
tive dose equivalent. 

colloid: A dispersion of a solid, liquid or gas in another solid, liquid 
. A colloid has characteristic dimensions of lo-' to 
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committed effective dose eauivalent: The summation over time of either the 
dose equivalent rate or the effective dose equivalent rate over 
some specified time, usually 50 years for an individual. It is 
the dose a person would receive over a lifetime, measured in 
Sv/a, after an internal intake of a radionuclide. For external 
exposure there is no intake of radionuclides and, hence, no 
commitment. However, in such cases, the effective dose equiva- 
lent in Sv/a can be added to the committed effective dose equiva- 
lent from inte~ndl exposure to assess the combined exposure. See 
also radiological dose, dose equivalent, effective dose 
equivalent and risk factor. 

compartment model: A mathematical description of transfers between regions 
(such as an a lake and its watershed, or a soil zone), for which 
it is assumed that the properties of interest are homogeneous in 
each region. This assumption may arise because relevant pro- 
cesses occurring within the region occur uniformly and relatively 
quickly. Compartment models are used within SYVAC3-CC:3 to des- 
cribe the concentration or mass of contaminants in dif'ferent 
parts of the vault and biosphere. In the compacted lake sediment 
zone of the biosphere, for instance, it is assumed tha~t contami- 
nants enter and exit the sediment in groundwater, and that resul- 
ting contaminant concentrations in sediment may be estimated 
using selected values for controlling parameters such as the 
amount of diluting water present and the deqree of sorption of 
contaminants onto sediment particles. 

concentration ratio (CR): The concentration of a radionuclide present in 
an organism, an organ, or a tissue, divided by the concentration 
of that radionuclide in the surrounding medium. For example, 



BIOTRAC uses a plant/soil concentration ratio (which is dimen- 
sionless) in its food-chain and dose model. 

n co ditional risk: In the postclosure assessment, the product of the esti- 
mated annual dose for a single scenario and the risk factor 
(2 x serious health effects per sievert as specified in AECB 
Regulatory Document R-104). This product equals the total radio- 
logical risk if the scenario were the only one requiring quanti- 
tative evaluation in the assessment. Compare with associated 
dose limit. 

connected ~orositv: The porosity of voids connected together into a net- 
work that will allow fluid flow. It excludes isolated pores. 

conseg~en~e: 1. The results or effects of an event, decision or action. 
For the postclosure assessment in the EIS, the consequence of 
most concern is the mean annual dose received by an individual in 
the critical group at selected times. Other consequences are 
concerned with potential chemical toxicity impacts. 2. In the 
SYVAC3-CC3 computer code, calculated variables that describe some 
aspect of the waste disposal system. They include variables such 
as annual dose, maximum annual dose and container failure rate. 

contaminant: As used in the postclosure assessment, material from the 
disposal vault that may lead to toxic effects on members of the 
critical group or other biota. Contaminants include both radio 
active and nonradioactive nuclides. 

contai_ner: See disposal container 

continuous random variable: A random variable X with a continuous cumula- 
tive distribution function F(x) and a probability density func- 
tion f(x)=F1(x) (the derivative of F(x)) that is continuous 
except possibly at a finite number of points. In essence a con- 
tinuous random variable has an infinitessimal probability of 
taking any specific value, but it has a finite probability of 
falling within certain intervals. 

convective trans~ort, contaminant: The movement of particulate or dis- 
solved contaminants by mass movement of the medium (such as 
groundwater) in which they are suspended or dissolved. 

convolution: One of the mathematical operations used in SYVAC3-CC3 to 
estimate the flow of radionuclides through a barrier. Two pieces 
of information are required: the time-dependent input of r a d i o -  
nuclides and a dcscription of how the barrier responds to a stan- 
dard input (the response function). The result of a convolution 
is the flow of radionuclides out of the barrier. In more general 
terms, we use a mathematical procedure involving Green's func- 
tions to solve sets of differential equations. 

critical sroue: For a given radiation source, a group (hypothetical or 
otherwise) composed of members of the public whose exposure is 
reasonably homogeneous and who are typical of individuals 



expected to receive the highest effective dose equivalent or dose 
equivalent from the source. For the postclosure assessment, the 
critical group is assumed to be a hypothetical series of self- 
sufficient communities that live their entire life at., and 
obtains all their food, clothing, home furnishings, heating fuel 
and building materials from, the locality where there is t-he 
largest radiological impact due to contaminant release from a 
hypothetical disposal vault. 

cumulative distribution function: For a random variable XI a function F(x) 
equal to the probability, P I  that X has a value less than or 
equal to x; i.e. F(x) = P(X s x); used in SYVAC to set the values 
of sampled parameters. ~t is the intey~al uf the associated 
probability density function from -m to x. 

cumulative: In SYVAC 
calculations, a plot of the fraction of simulations in which the 
value of a variable is above (upward) or below (downward) parti- 
cular values. 

Darcv's law: An empirical relation typically used in the study of fluid 
flow through porous media such as rocks and soils. It relates 
the flux of a fluid through a rnediullr to the hydraulic gradient: 

q = K n'ph 
where q is the flux, volume of fluid per unit area er unit 5 time, of a fluid nr gas t-hrough the medium (m /(m2.s) ) . 

The quantity q is called the specific discharge or the 
Darcy velocity because the units of q reduce to those of a 
velocity (m/s). 
K is the proportionality constant called the hydraulic 
conductivity (m/s), 
Vh is the gradient of hydraulic head or the hydraulic - 
gradie11L ( - ) , and 
n is the unit vector normal to the area across which the - 
flux is being considered ( - ) .  

-: The flux of fluid through a medium (m/s). It is equiva- 
lent to specific discharge. See Darcy's law. 

v: A nuclide that is directly produced by the radioactive 
decay of a radionuclide. Also known as daughter or progeny. 

u: See dose conversion factor. 

decav: See radioactive decay 

decav constant: For a radionuclide in a particular energy state, the rate 
at which it undergoes radioactive decay. The SI units of 
measurement of the decay constant are s-l, It is related to the 
radioactive half-life by the equation: 

decay constant = In 2 / half-life, 
where I n  2 is the natural logarithm of 2, approximately equal to 
0.69315. 



decision variable: In the SYVAC3-CC3 models, a parameter that selects 
which alternative, or selects which probability density function 
(PDF) in a set of PDFs for a parameter, to use in a simulation. 
For example, decision variables are used to select among alterna- 
tives in the models such as the possible sources of domestic 
watcr used by members of the critical group (i.e., a well or a 
lake). See also switch. 

-r: A scalar quantity or an element of a vector or array 
used by a model (usually a computer model) that is computed using 
mathematical equations and a set of input parameters. In 
SYVAC3-CC3, dependent parameters are calculated once per simula- 
tion; examples include the rate of failure of containers, the 
fraction of contaminants captured by a well and the concentration 
of radionuclides in soil. 

devosltio . . n velocity: The radionuclide flux (mol/(m2.s)) of airborne parti- 
cles or gases to a specified surface (such as vegetation or 
soil), divided by the radionuclide concentration in the air above 
the surface (mol/m3). The SI unit of measurement of deposition 
velocity is m/s. 

dewth of well: ?'he depth below the water table of the well, measured to 
the top of the fracture zone used as well aquifer. The well is 
used as a water source of the critical group, a rural household. 
Shallower wells capture some water from the surface thus diluting 
contaminants captured from deep groundwater. Deeper wells cap- 
ture only groundwater from the plume and capture it earlier 
allowing less time for decay. 

derived constraint: A feasible restriction on a part of the disposal sys- 
tem determined to be effective in lowering annual doses to the 
critical group based on results of sensitivity analysis on simu- 
lations of the disposal system. 

-constraint: A feasible restriction on a part of the disposal sys- 
tem, determined to be effective in lowering annual doses to the 
critical group, that is controlled by engineering design. For 
example, a design constraint might be the thickness of the walls 
of the container. 

deterministic analysis: A technique for studying system behaviour mathema- 
tically using the laws of science and engineering, and assuming 
that all system parameters, events, and features are precisely 
defined. Compare with probabilistic analysis. 

deterministic: See sensitivity analysis. 

deuterium: An isotope of the element hydrogen with one neutron and one 
proton in its nucleus. 

diffusion: The migration of particles fn a gas, liquid, or solid from a 
region of high to low concentration (more accurately, from a 
region of high to low chemical potential) caused by random ther- 
mal (Brownian) motion of the particles. 



diffusion coefficient: The ratio of the flux of a species to the driving 
force for diffusion, the gradient of concentration (more 
accurately, the gradient of chemical potential). The SI unit of 
measurement of diffusion coefficient is square metres per second 
(m2/s) . 

discharue area: A portion of the earth's surface where the direction of 
flow of saturated groundwater is upward toward the wa.ter table. 
Also called discharge zone. 

discrete variable: A random variable that can have only values belonging 
to a finite set or countably infinite set of possibilities. 

dispersion: The combined effect of transport, diffusion and mixing that 
tends to distribute materials released from wastes or effluents 
through an increasing volumc of water, air or soil, with the 
ultimate effect of diluting the materials. 

dis~osal: A permanent method of lonq-term management of radioactive wastes 
in which there is no intention of retrieval and which., ideally, 
uses techniques and designs that do not rely for their success on 
long-term institutional control beyond a reasonable period of 
time. 

disposal container: A durable receptacle for enclosing, isolating and 
handling nuclear fuel waste for disposal. In a disposal vault, 
the containers would serve as one barrier between the waste form 
and the human population. Sometimes called waste container or 
just container. 

disposal facilitv: A disposal vault and the supporting buildings and 
equipment to receive the waste and package it in durable con- 
tainers; shafts and equipment to transfer the containers from the 
surface to the vault; equipment to handle the containers in the 
vault; and the materials and equipment to excavate the vault, 
cmplacc the disposal containers and to fill. and seal the vault, 
tunnels and shafts. 

disposal system: 1. All structures, materials, processes, procedures or 
other aspects which, when taken together, constitute the means by 
which the safe disposal of waste is achieved. 2. In preclosure 
assessment, this includes a disposal facility and associated 
transportation facilities. 3. In postclosure assessment, it 1s a 
sealed disposal vault and its surrounding local geosphere and 
biosphere. See waste disposal system. 

disposal vault: An underground structure excavated in rock for disposal of 
nuclear fuel waste. In the preclosure phase, the disposal vault 
would include the underground excavations in plutonic rock, the 
access shafts, access tunnels, underground service arleas and 
installations, and disposal rooms. In the postclosure phase, it 
would include the disposal rooms and associated access tunnels, 
the nuclear fuel waste and the engineered barrier sys-tems used to 
contain the waste and seal all openings. Also referred to as 



nuclear fuel waste disposal vault, nuclear waste disposal vault, 
used-fuel disposal vault, waste disposal vault and vault. 

i d~: As used in the postclosure assessment some feasible 
combination of factors (features, events and processes) that 
describe an unlikely situation in which sume UL dl1 Lhe 
engineered and natural barriers are significantly disrupted. It 
may include factors such as earthquakes and meteorite strikes. 
In our assessment of the reference disposal system, hawever, we 
conclude that only one such factor would be significant, and it 
is evaluated in the inadvertent human intrusion scenarios. Com- 
pare with the SYVAC scenarios. 

d-variable: A characteristic property of a system whose probabi- 
lity of being observed is described by a probability density 
function (for a continuous variable) or probability function (for 
a discrete variable). 

d i s t r i b u t i o n e :  A characteristic of a probability densit-y function 
(e.g., range, mean, standard deviation). One or more attributes 
may be required to completely define a probability density func- 
tion; for example an unconstrained "normal" probability density 
function is often defined using its mean and standard deviation. 

g c o e f f l c i e n t 1 :  The concentration of a radionuclide sorbed 
on soil divided by its concentration in the associated ground- 
water. If used as a time-independent parameter, it is assumed 
that a sorption reaction is reversible and that equilibrium con- 
ditions prevail. The Kd approach is used to generate simplified 
models of radionuclide retardation resulting from a variety of 
processes that may include sorption, ion exchange, precipitation, 
diffusion into dead-ends, ultrafiltration, chemical substitution, 
complexation, speciation and colloid formation. 

A general term denoting the energy absorbed by a specified mass 
of a substance. Dose is often qualified to refer to specific 
quantities and to an individual versus a group of people or other 
biota. Examples of qualifications are: absorbed dose, dose equi- 
valent, effective dose equivalent, committed effective dose equi- 
valent, and collective dose. The SI unit of measurement of dose 
is the gray (Gy), although the sievert (Sv) is used when refer- 
ring to dose equivalents to humans. In the EIS and the primary 
reference documents, dose is frequently encountered in expres- 
sions such as annual dose and dose per year. In these cases, it 
is an abbreviation of annual effective dose equivalent. 

d -: A multiplicative quantity used to convert intake 
of radioactivity to a committed effective dose equivalent (inter- 
nal dose), or external exposure to radioactivity to an effective 
dose equivalent (external dose). The SI unit for the dose con- 
version factor is the sievert per becquerel (Sv/Bq) for internal 
doses, and Sv per unit of radionuclide concentration Sv/(Bq/L), 
sv/(~~/m~) or SV/(B~/~~) in the exposing media for external 
doses. 



dose eauivalent: The strict definition of radiological dose i,s the energy 
absorbed per unit mass of tissue exposed to ionizing radiation, 
measured in gray (Gy). The dose equivalent, measured in sievert 
(Sv), is the product of the dose and a radiation weighting fac- 
tor. This weighting factor is a function of how a certain type 
of radiation deposits its energy within the body. Radiations 
with high weighting factors deposit a lot of energy in a short 
distance, whereas those with lower factors deposit less energy 
over the same distance. For example, alpha radiation has a 
weighting factor of 20, whereas beta and gamma radiations have a 
value of unity. See also radiological dose, effective dose equi- 
valent and committed effective dose equivalent. 

effective dose eauivalent: The summation of the products of the dose equi- 
valent that a particular tissue or organ has received and the 
corresponding organ weighting factor. This summation usually 
considers the entire body. The organ weighting factors are 
determined by the relative radiosensitivity of each organ. The 
effective dose equivalent is used to estimate the detrimental 
effect of a particular dose to the body, accounting for the fact 
that some organs are more sensitive to the effects of radiation 
exposure than others. In the postclosure report the unit of 
effective dose equivalent is sievert per year (svla). see also 
radiological dose, dose equivalent and committed effective dose 
equivalent. 

EIS: See Environmental Impact Statement. 

element: Atoms that contain the same number of protons and tha.t cannot be 
decomposed into any simpler units by any chemical tra.nsformation. 
Radioactive atoms spontaneously change into other elements by 
radioactive processes. 

estimated annual dose: See ADE 

evaluation: The activity of assessing the reliability of a model through 
observations of real systems. Deciding that a model is suitable 
for a given application is a matter of expert judgment based on a 
knowledge of the requirements of the application, the character- 
istics of the model, and the nature of the observations made and 
the conclusions drawn from evaluations. Compare with validation 
and verification. 

environmental and safetv assessment: Evaluation of the behaviour and 
potential impacts of a disposal system, and comparison of the 
results with appropriate standards, regulations and guidelines. 
It includes evaluation of health impacts on humans and other 
biota. In the CNFWMP, the system under consideration is the 
entire disposal system, and one acceptability criterion is a 
limit on radiological risk to an individual of the critical 
group. Also referred to as the preclosure assessment and the 
postclosure assessment. The preclosure assessment considers 
impacts over the period of time covering the construction, opera- 
tion and decommissioning of a disposal facility, up to and 



including the final shaft sealing and surface facility 
decommissioning. The postclosure assessment considers impacts 
starting after decommissioning, and extending far into the 
future . 

: The documentation that records the 
results of the Canadian Nuclear Fuel Waste Management Program for 
assessing a waste disposal concept and the environmental impacts 
of its implementation. The documents conform with the Environ- 
mental Impact Statement documentation requirements specified in 
the federal Environmental Assessment and Review Process Guide- 
lines Order. 

. .  . . . 
lllbrlum dlstrlbutlon coefflc~ent (K51: See distribution coefficient. 

: Thc mass per unit 
a solid (mol/m2), divided 

by its concentration in the associated solution (mol/m3) after 
equilibrium is achieved. The SI unit of measurement is metre 
(m). 

executive code: The main computer routines that control the calculations 
being performed, some of which may be carried out by dependent 
subroutines or functions invoked by the executive code. ~ l s o  
known as executive routines and executive program. In the series 
of codes involving SYVAC, the executive is the set of routines 
that oversees and controls the computation of system model code. 
For the computer code SYVAC3-CC3, the executive routines are 
frequently referred as SYVAC3. 

exwectation (svrnbol: E(X!): In statistics, the mean value of a distributed 
variable. Specifically, for a random continuous variable X with 
probability density function f(x), the expectation of X (i.e., 
the mean value of X), E(X), is 

E(X) = f ( x )  dx . 

For a set of n randomly sampled values of x, an estimate of E(x) 
is the arithmetic average, or Z xi/n. 

external dose: Quantity of radiation received from sources outside the 
body. The SI unit of measurement of dose is the sievert (Sv). 

factor: In the postclosure assessment, this term has a specific meaning 
when used in association with scenario analysis. A factor is any 
feature, event, or process that could influence the performance 
of any compvne~lt uf Lhe  disposal system. 

fission: The splitting of an atomic nucleus into two or more parts; may be 
spontaneous or induced by neutrons hitting the nucleus. Also 
called nuclear fission. 

. * 
-: An atom produced either by nuclear fission or by the 

radioactive decay of an unstable atom produced by fission. 



flux : The volume or mass of fluid or particles transferred across a 
given area perpendicular to the direction nf flow per unit area 
in a given time. An example of the SI unit of measurement of 
flux is moles per square metre per second (mol/m2/s) . 

fractional: A study of how the output of a model varies 
when all input parameters are restricted to a finite set of 
levels, rather than being allowed to take values from the full 
permissible range. For example, a two-level design restricts 
each parameter to two levels, usually a low value and a high 
value as determined by each probability density function. A full 
factorial analysis conducts simulations with all possible cornbi- 
nations of parameter values and analyses the results. A frac- 
tional factorial analysis uses a subset of these simulations, 
since the full factorial analysis usually requires an impossibly 
large number of simulatfons. The subset is usually chosen to 
optimize estimation of some statistics, such as the magnitude of 
the linear influence ("main effect") of each parameter. 

free-water: The diffusion coefficient of a substance 
in pore water with no hindrance by a solid matrix. See diffusion 
coefficient. 

sabbro: A coarse-grained, dark, igneous plutonic rock. 

samma radiation: The photons (gamma rays), which carry energy but no 
charge, emitted by an unstable atom. Gamma radiation is the most 
highly penetrating radiation. It can pass through the human 
body, but is stopped by a few centimetres of lead or a few metres 
of water or concrete. See also gamma ray. 

samrna rav ( ~ 1 :  High-energy, highly-penetrating photons of short wave 
length commonly emitted by the nucleus of a radioactive atom 
during radioactive decay as a result of a transition from one of 
its excited energy levels to a lower level. Gamma radiation is 
the most highly penetrating radiation. It can pass thirough the 
human body, but is stopped by a few centimetres of lead, or a few 
metres of water or concrete. 

senetic effect: A change induced by radiation in specific genes which 
manifests itself in the descendants of the exposed person. 

GEONET: An AECL Whiteshell computer code that implements a GEOsphere 
model as a NETwork of segments through which contaminants move. 
It was written to serve as the geosphere model in SYVAC3-CC3, and 
is used in the postclosure assessment of the reference disposal 
system. 

qeus~here model: A model that describes transport of contaminants through 
fractured and porous rock'that is saturated with groundwater. In 
SYVAC3-CC3, a waste disposal system is modelled using a system 
model that contains models for the vault, geosphere and 
biosphere. These models were introduced to simplify the 
development of mathematfcal models of complex processes. See 
also GEONET. 



uradient: A vector whose direction is that of the greatest rate of change 
of a scalar property, such as temperature or contaminant concen- 
tration or hydraulic head, and whose magnitude is equal to the 
maximum value of the rate of change. 

aranite: A coarse-grained igneous rock consisting mostly of quartz (20 to 
4 0 % ) ,  alkali feldspar and mica. A number of accessory minerals 
may be present. 

srav (Gvl:  The SI unit of absorbed dose for ionizing radiation. One gray 
is equal to 1 Joule of radiation energy absorbed in 1 kilogram of 
the material of interest. See also radiological dose. 

sroundwater: Water in the saturated zone beneath the earth's surface in 
soils and geologic formations. 

c: Factor for scaling groundwater velo- 
cities to describe uncertainty in the groundwater flow field. 
Velocities in all parts of the geosphere are scaled by the same 
factor to simulate the variation of hydraulic controlling para- 
meters, such as permeability, without upsetting the overall water 
mass balance. Larger values of the scaling factor imply gener- 
ally more water flowing in the geosphere. Contaminants are 
transported to the discharge locations more rapidly but with 
greater dilution. The well captures groundwater from a smaller 
distance, thus capturing less contaminants, to satisfy its 
required demand. Smaller values of the scaling factor have the 
inverse effect. 

groundshine: Beta and gamma radiation emitted from radionuclides on the 
surface of the earth. 

half-life, bioloaical: The time required for the amount of a radioactive 
material present in a living organism to be reduced, by a combi- 
nation of biological processes and radioactive decay, to one-half 
of its initial value. Biological processes dominate tor long- 
lived radionuclides; radioactive decay dominates for short-lived 
radionuclides. The SI unit of measurement is second (s). Day (d) 
or year (a) are SI supplementary units and arc also frequently 
used. 

half-life,-efLectE: See half-life, bioloqical 

half-life, radioactive: Physical half-life is the length of time required 
for half of the original atoms in a material composed of a single 
species of radionuclide to decay to new atoms. Half-lives of 
different elements range from fractions of a second to billions 
of years. After a period equal to ten half-lives, the activity 
will have decreased to (0. 5)1° (about 0.1%) of its original 
value. The SI unit of measurement is second (s). Day (d) or year 
(a) are SI supplementary units and are also frequently used. 

health effect: Fatal cancer or transmission of a fatal or debilitating 
genetic effect to offspring. 



hold-up times: Characteristic periods of time describing the length of 
time that radionuclides would remain in plant and animal products 
and water. Hold-up times are used to estimate biological half- 
lives of radionuclides in materials used by the critical group. 
The SI unit of measurement is second (s). Day (d) or year (a) 
are SI supplementary units and are alsv frequently used. 

hydraulic conductivitv: The ratio of specific discharge to the force driv- 
ing the flow of a viscous fluid flowing through a permeable 
medium. See Darcy's law. The hydraulic conductivity is a func- 
tion of both the properties of the fluid and the properties of 
the permeable medium: 

where K is the hydraulic conductivity, (m/s), 
k is the permeability of the medium, (rn2), 
p is the density of the fluid (kg/m3), 
g is the acceleration due to gravity (m/s2), and 
0 is the viscosity of the fluid (kg/(mSs)). 

hvdraulic sradient: In hydrogeology, the gradient of the hydraulic head. 
It is a dimensionless quantity, although frequently effectively 
dimensionless units such as metre per metre (m/m) are cited. 

hvdraulic head; In hydrogeology, a measure of potential at a point in a 
fluid. It is the sum of the pressure energy and the elevation 
potential energy per unit weight of the fluid. Hydraulic head is 
expressed as the height that the surface of a column of the fluid 
would stand above the point of potential measurement under atmos- 
pheric pressure measured from a reference datum point and has SI 
units of metres (m). A difference in hydraulic head between two 
points in the fluid is a driving force for fluid motion. The 
hydraulic head, the elevation, and the pressure are related by: 

h = z + [p/(P.g)l 
where h is the hydraulic head at the measurement point (m 4 p is the pressure at the measurement point (kg/'(m9s ) ) ,  

p is the fluid density (kg/m3), 
q is the qravitational acceleration constant (m/s2), and 
z is the elevation of the measurement point above a 
reference datum point (e.g. sea level) (m). 

hvdrodvnamic dispersion: The spreading out of a solute caused by the move- 
ment of a fluid through a network of paths in a solid medium 
(e.g., fractures in granite). The hydrodynamic dispersion length 
is a parameter describing the magnitude of the spreading out of a 
solute carried by a fluid; it is scale-dependent and has SI units 
of metres (m). It is also known as dispersivity and hydrodynamic 
dispersion coefficient. 

hvdrostatfc pressure: The pressure at some point in a motionless or uni- 
formly flowing body of fluid exerted by the weight of the over- 
lying fluid. rt usually refers to a body of water such as as a 
lake or a saturated medium such as a pluton. Its SI unit of 

2 measure is kilogram per metre per square second (Kg/(mas ) ) .  



ICRP : See International  omm mission on Eadiological Protection. 

i-: Formed by solidification of magma or lava 

impact: As used in the postclosure assessment, an effect on humans, non- 
human biota or the environment. The postclosure assessment 
evaluates only negative impacts, such as potential toxicity 
effects due to material that may be radioactive or chemically 
toxic. 

im pact: Estimation of the future effects of a disposal system 
on humans and nonhuman biota, and evaluation of the results on 
the basis of standards and criteria. In this document, the 
preferred terms are postclosure assessment and preclosure assess- 
ment. See also environmental and safety assessment and perfor- 
IIldIlce dssess111ent. 

in v n narios: As used in the postclosure assess- 
ment, radiatjon exposures initiated by human actions at the 
disposal site, following closure of the facility. These actions 
are unintentional, or inadvertent, in the sense that they are 
carried out without knowledge of the presence of a disposal vault 
and its potential hazards. The assessment of the reference 
disposal system evaluates two such actions in the inadvertent 
human intrusion scenarios: exposure of humans following a drill- 
ing vperdtivn Lv ullrlispersed waste arid tu dispe~sed waste. 
(Three other types of inadvertent human intrusion are included 
with the SYVAC scenarios). 

j n ~ u t  Parameter: A variable in a model (usually a computer model) which 
must be defined (input) before the model is used to generate a 
solution. In SYVAC simulations of a waste disposal system, one 
value of each input parameter is selected from the range of its 
possible values for each simulation. 

g. , A melllud ul: serlsiLiviLy drldlysis 
in which fractional factorial designs are used to estimate the 
impact of changing each parameter. With large numbers of para- 
meters, it is often easy to determine that variation of at least 
one parameter is having a significant effect, but difficult to 
identify which parameter is causing the effect. This problem is 
resolved in iterated fractional factorial analysis by performing 
many similar analyses (i.e. by iterating) until the truly signi- 
ficant parameters can be picked out with high confidence. If 
only a handful of parameters have significant effects, they can 
be identified from a set of simulation results containing fewer 
simulations than parameters. See fractional factorial analysis. 

internal dose: Quantity of radiation received from sources inside the 
body. The SI unit of measurement of dose is the sievert (Sv). 

International Commission of Radiolosical Protection (ICRP): An independent 
nongovernment expert body founded in 1928. This Commission 
establishes radiation protection standards that are followed by 
most countries. 



intrusive: A term used to describe rock-forming materials thatJ while 
fluid, have penetrated into or between other rocks, and solidi- 
fied before reaching the surface. 

a: An electrically charged atom or molecule. See atom. 

ion exchanse: Reversible movement of ions between a liquid phase and a 
solid phase that is not accompanied by any radical change in the 
solid structure. 

ionizins radiation: Electromagnetic energy (e.g. X-ray or gamma-ray 
photons) or rapidly-moving atomic or subatomic particles having 
sufficient energy to displace electrons from atoms or molecules, 
thereby producing ions. Ionizing radiation may produce skin or 
tissue damage. 

isotope: An atom. Different isotopes of an element have the same atomic 
number (or number of protons) but a different mass nunlber (pro- 
tons plus neutrons). Some elements have many isotopes. All 
isotopes of an element have the same chemical properties, but 
different physical properties. Radioactive isotopes are called 
radioisotopes. 

In the postclosure assessment of the reference disposal system, a 
fracture zone that has been included to allow evaluation of the 
efiects of such structures. Although based url investi-gations at 
the Whiteshell Research Area, many properties of LD1 ahre assumed. 
For example, it is assumed that LD1 starts at the overburden and, 
extends downwards past the plane of the vault, is connected at 
depth to a vertical joint, and is hydraulically well-connected to 
local recharge and discharge areas. The minimum distance from 
LD1 to the waste emplacement part of the nearest room is about 
50 m, and is referred to as the waste exclusion distance. 

lithostatic pressure: Pressure on an underground rock formation resulting 
rrOm the weight of the overlying rock, soil, and w a t e z .  

masma: Natural molten rock material generated within the earth. 

mass number: The number of protons and neutrons in an atom. 

mass loadins coefficient for iodine: A parameter that accounts for all 
possible aquatic gaseous release mechanisms, as .well as for 
effects of atmospheric dispersion. The 12'1 air concentration is 
given by the mass loading coefficient for iodine multiplied by 
the concentration in lake w d t e r .  

mass: The ratio of the flux of a material crossing a 
boundary to the concentration difference of the material across 
the boundary layer. 

matrix: With reference to nuclear waste, a material used to immobilize 
radioactive waste in a monolithic structure. Examples of 
matrices are bitumen, cement, various polymers, lead-antimony, 



glass and ceramic. For used nuclear fuel, the fuel pellets 
(mostly uranium dioxide) from a reactor are referred to as the 
fuel matrix or the U02 matrix. 

mean (svmbol: u ) :  The expectation or average value of a variable. For a 
continuous variable X with probability density function f(x), the 
mean is Jybo x f(x) dx. For a discrete variable X with probabi- 
lity function f(x), it is C xi f(xi), where the sum is over all 
possible values xi of X .  

mean, sample: A statistic applying to a sample of values of a variable. 
It is equal to the arithmetic average of the values, or Z xi/n, 
where the sum is over all n sampled values xi of the variable. 
For very large values of n, the sample mean will approach the 
true expectation or mean of the variable. 

median: For a distributed variable, the value about which there is an 
equal probability of selecting larger and smaller values. It is 
equivalent to the 5oth percentile or 0.5 quantile. 

median-value simulation: A single simulatfon performed for deterministic 
analysis: all model parameters are given their median values 
(that is, the middle value or 5oth percentile of its probability 
density function). The median-value simulation is used to 
provide insight into how and where contaminants move within the 
reference disposal system, and it complements the probabilistic 
analysis of randomly sampled simulations. 

medium: In waste disposal, the type of rock in which a disposal facility 
is located, and through which released waste must move to reach 
the surface environment. 

misration: The movement of materials, e.g. radionuclides, through a rock 
medium or some other solid substance. 

mode : For a distributed variable, the most probable value. For 
example, for a continuous variable X with a probability density 
function f(x), it is a value of X where f(x) is a global maximum. 

model: An analytical or mathematical representation or quantification of 
a real system and the ways that phenomena occur within the 
system. Individual or sub-system models can be combined to give 
system models. In SYVAC3-CC3, for example, the system model 
consists of the vault, geosphere and biosphere models. 

modellinq: The creation or application of a mathematical representation of 
a physical, biological, or geological system. The mathematical 
representation is often converted into computer code so that the 
system can be examined in more detail. 

Monte Carlo analvsis: In applfed mathematics, a probabilistic simulation 
method employing statistical sampling techniques to obtain an 
approximation to the solutfon of a complex problem for which an 
analytical solution is not available. The method requires 



repeated random selection of values of a large numbe:r of para- 
meters defining contributing events and processes, and applica- 
tion of the mathematical theory of random variables. 

MOTIF: - Model Of Transport In Fractured/porous media, an AECI; Research, 
Whiteshell Laboratories' compuLer program for prediciting rnechani- 
cal behaviour, fluid flow, heat transport, and solute transport 
in fractured/porous rock formations. 

natural analosue: Situations in nature that parallel features of man-made 
structures, e.g., radioactive minerals or mineral deposits whose 
history of movement in groundwater over very long times can be 
determined and used to forecast the possible behaviour of chemi- 
cally similar radionuclides in a disposal vault over a similar 
time frame. 

natural backsround dose eauivalent: The total radiation dose equivalent 
received from environmental sources, which include cosmic rays 
(from outside the solar system and from the sun), anti radio- 
nuclides in the earth's crust, in the air, and in the human body. 
The SI unit of measurement of dose equivalent is the sievert 
(SV). 

natural backsround radiation: The various types of radiation not made by 
man, including: 1. External sources of extraterrestrial (cosmic 
rays) and terrestrial origin (the radioactive isotopes present in 
the crust of the earth, the water and the air), and 2. Internal 
sources, i.e., the radioactive isotopes of potassium and carbon, 
which are normal constituents of the human body, and other iso- 
topes, such as 226~a and 2 3 2 ~ h  and their decay products, which 
are ingested from the environment and retained in thc? human body. 

neutron: An atomic article with electric charge 0 and mass equal to 
1.67 x kg. 

neutron activation: A nuclear process in which the nucleus or an atom 
captures a neutron. The resultant atom will have an increased 
atomic mass, and it may be either stable or radioactive. For 
example, hydrogen-1 can capture a neutron to form stable 
hydrogen-2 (also known as deuterium); hydrogen-2 can capture a 
neutron to form radioactive hydrogen-3 (also known as tritium). 

node : Unique location in the transport network of the GEONET geosphere 
model defined by its spatial coordinates. Nodes are used to 
define the inlet and outlet locations of segments of the network. 

nuclear fission: See fission. 

nuclear fuel waste: A solid, highly radioactive material that is cithcr 
the used nuclear fuel that has been removed from a Candu nuclear 
power reactor or a waste form incorporating the highly radio- 
active waste that would be removed from the fuel if the fuel were 
to be reprocessed. 



pucleus (~lural: nuclei): The positively charged core of an atom, with 
which is associated practically the entire mass of the atom, but 
only a minute part of its volume. 

nuclide: A species of atom characterized by its mass number, atomic number 
and energy state. 

open-borehole: As used in the postclosure assessment of the 
reference disposal system, scenarios involving the postulated 
presence of one or more open and unsealed boreholes drilled from 
the surface towards the disposal vault and passing close to a 
vault room containing nuclear fuel waste. Although the engi- 
neering design of the disposal system includes the permanent 
sealing of all boreholes, the possibility and consequence of an 
open borehole is examined in these scenarios. 

P P ~ a r t i c u l a t e :  A used-fuel disposal container featuring a 
thin, corrosion-resistant metal shell supported by particles 
(such as glass or ceramic heads) fil-ling the residual spaces 
between fuel bundles. 

parameter: A characteristic of a system. In SYVAC simulations, a variable 
which has a constant value for a given set of assumed conditions 
(e.g., for one simulation) but which may be different for other 
conditions. In most applications of SYVAC to date, parameters 
remain constant throughout a specific simulation, but can be 
changed between simulations. 

-: The route taken by contaminant-s from the containers in the vault, 
through the geosphere to a discharge area, and through the 
biosphere to where they impact the critical group or other biota. 
May also refer to specific routes within the biosphere, such as 
the plant-to-milk pathway in the food chain of the critical 
group. 

PDF ; - See probability density function. 

percentile: The k'th percentile of a cumulative distribution function for 
a variable X is the smallest value of x such that the probahility 
of X not exceeding x is k/100. That is, the k'th percentile is 
the smallest solution to the equation F(x)=O.Olk, where F(x) is 
the cumulative distribution function of X. The fraction k is 
called the quantile. 

pf: The ability of a waste disposal 
system to isolate waste, and retard and disperse eventual 
releases of waste. One can refer to the performance of different 
parts of the system. For example, the performance of a container 
may refer to the period of time that the container remains intact 
and prevents the release of nuclear waste. 

performance analysis: Development, testing and application of quantitative 
models for calculating or predicting the behaviour of a disposal 
system or subsystem in terms of a particular measure or measures. 



performance assessment: Critical appraisal or evaluation in terms of one 
or more performance standards. For a disposal system this would 
mean evaluation of the behaviour of the system or subsystem, and 
comparison of the results with appropriate standards or criteria. 
It would be equivalent to a safety assessment if the system under 
consideration was the entire disposal system, and the performance 
measure was radiological impact or some other global measure of 
impact. For example, in the CNFWMP the system under considera- 
tion is the entire disposal system and one measure of performance 
is radiological risk to members of the critical group. 

performance measures: Quantitative criteria for judging the belzaviour of 
disposal systems or subsystems. Two examples are the risk to 
individuals caused by a disposal vault, and the time over which a 
disposal container remains intact. 

performance tarsets: Specified levels of behaviour to be achieved, usually 
numerical values of selected measures of behaviour. For example, 
a disposal container might be required to have a lifetime of 
5 0 0  a. 

permeabilitv: A geometric property of a porous rock, sediment or soil that 
affects its ability to allow passage of a fluid. The degree of 
permeability depends on the size and shape of the pores and on 
the size, shape and extent of the interconnections between the 
pores. Its SI unit of measurement is square metre (m2). See 
hydraulic conductivity. 

photon: A quantum of electromagnetic energy. 

plant/soil concentration ratio: The ratio of nuclide concentration in 
plant material to that in soil. It quantifies the transfer of 
nuclidcs from soil to plants under steady-state conditions or at 
the time of harvest. 

pluton: An intrusive body of igneous rock formed beneath the surface of 
the earth by consolidation of magma. Similar to batholith except 
that it is smaller in size. 

plutonic rock: Intrusive igneous rock formed at considerable depth beneath 
the surface of the earth by cooling of magma. Also called intru- 
sive igneous rock and crystalline rock. 

porositv: The ratio of the aggregate volume of voids in a porous medium to 
its total volume. It is a dimensionless quantity, oft-en 
expressed as a percentage, although it may sometimes be given 
with effectively dimensionless units such as cubic metre per 
cubic metre (m3/m3). In hydrogeology it usually refers to 
connected porosity. 

postclosure: See postclosure phase. 

postclosure assessment: Safety analysis of the waste disposal system, 
starting after the disposal vault has been closed. The 



objectives are to determine the long-term impacts of the disposal 
facility, and to provide estimates of risk that can be compared 
with regulatory criteria, standards and guidelines. See also 
performance assessment. 

postclosure phase: In the CNFWMP, the project phase following the closure 
stage for a disposal facility, after the underground facilities 
have been decommissioned and sealed, the monitoring systems whose 
continued operation could affect long-term disposal vault safety 
have been removed, and the surface facilities have been decon- 
taminated and decommissioned. 

pr eci~itation: In chemistry, formation of a separable solid phase within a 
liquid, removing dissolved material from solution. In meteor- 
ology, the fall of water in solid or liquid state onto the 
earth's surface. 

preclosure: See preclosure phase. 

preclosure ~hase: In the CNFWMP, the project phase that includes the 
siting, construction, operation, decommissioning and closure of a 
disposal facility including the disposal vault, surface facili- 
ties and surrounding site. It also includes the final shaft and 
monitoring borehole sealing. The transportation of used nuclear 
fuel from nuclear generating stations to the disposal facility is 
also part of the preclosure phase. 

preclosure assessment: Safety analysis of the waste disposal system that 
deals with potential impacts during construction, operation, 
decommissioning and closure of a disposal facility. It includes 
an assessment of the transportation of used nuclear reactor fuel 
from nuclear generating stations to the disposal facility. 

p-: A statistical method for studying the behaviour of 
a system defined in terms of parameters whose values are given as 
probability distributions, events whose occurrences arc random 
and/or features which may or may not be present. The analysis 
gives a corresponding probability distribution of results. When 
the method of analysis used involves random sampling, it is often 
called Monte Carlo analysis, stochastic analysis, systems varia- 
bility analysis or probabilistic safety assessment. Compare to 
deterministic analysis. 

p p s :  See sensitivity analysis. 

probabilitv: A measure of the degree of belief or frequency of observing 
the value of a variable in a particular interval (for a continu- 
ous variable), or equal to one of a set of discrete values (for a 
discrete variable). An absolute probability is defined with 
respect to an exhaustive list of the possible values of the 
variable; relative probabilities are defined with respect to one 
another. Frequentist (or objective) probabilities refer to the 
expected frequencies of observing different values by continuing 
a series of identical experiments or samplings; subjective proba- 



bilities are defined as the subject's degrees of belief that each 
of the possibJe different values will be the value that is 
observed in a single future observation. 

probabilitv densitv function (PDF): In statistics, a function f(x) of a 
continuous random variable X, whose integral over a particular 
interval gives the probability that the observed value of the 
variable will fall within that interval. Correspondingly, the 
probability function for a discrete variable X is a function f(x) 
whose sum for a set of selected values {xi] gives the probability 
that X has one of those values. 

prnhahi1i.t~ distribution: For a continuous random variable the integral of 
the probability density function (see cumulative distribution 
function). For a discrete variable, the set of probabilities of 
observing each of the possible values of the variable. 

prosenv: See daughter product 

proton: An atomic particle containing one positive unit of charge and 
with mass equal to 1.67 x kg. 

a: See quality assurance. 

quality assurance: Procedures used to provide evidence to demonstrate that 
the stated degree of quality in a product has, in fact, been 
achieved. It includes all those planned or systematic- actions 
necessary to provide adequate confidence that a product or 
service will satisfy given needs. In the CNFWMP, the postclosure 
assessment has followed quality assurance procedures in the 
development of models, data and computer software, notably for 
SYVAC3-CC3. 

suantile: The value of a variable corresponding to a particular point on 
its cumulative distribution function, that is, corresponding to a 
particular fraction of its total probability. See a l s o  percen- 
tile. 

radiation: The very fast nuclear particles and/or photons emitted by 
nuclei, often taken to be synonymous with ionizing radiation. 
The four major forms of radiation are alpha and beta particles, 
neutrons and gamma rays. 

radioactive: Emitting radiation. See radiation. 

radioactive decav: The changing and progressive decrease in the number of 
unstable atoms in a substance, due to their spontaneous nuclear 
disintegration or transformation into different atoms, during 
which particles and/or electromagnetic radiation are emitted. 
Also called decay. 

radioactfve decav chain: A series of unstable (radioactive) nuclides. 
Each radionuclide in a decay chain produces daughters or progeny 
by spontaneous disintegration or radioactive decay. There are 



three long radioactive decay chains found in nature. The start- 
ing nuclides are generally taken to be the actinides 238~, 2 3 5 ~  
and 2 3 2 ~ h .  In a nuclear reactor, a fourth long radioactive decay 
chain occurs due to neutron activation of the actinides; its 
starting nuclide may be taken to be 237~p. The final member of 
these series, usually an isotope of lead, is stable. Other 
(generally shorter) radioactive decay chains may form during the 
fissioning process. 

a - m: 1. In an analysis of the movement and transfer of 
radionuclides in the environment, the activities and amounts of 
the different radionuclides per unit time leaving a nuclear 
installation or facility and entering the environment or an 
environmental compartment. 2 .  Information about the actual or 
potential release of radioactive material from a given source, 
which may include a specification of the composition, the amount, 
the rate and the mode of release. 

radioactivitv: The spontaneous emission of radiation, either directly from 
unstable atomic nuclei, or as a result of a nuclear reaction. 

ya m: i The strict definition of radiological dose is the 
energy absorbed per unit mass of tissue exposed to ionizing 
radiation, measured in gray (Gy). However, the terms radiologi- 
cal dose, or simply dose, are commonly used in different ways. 
They are also used as abbreviations for dose equivalent, cffcc- 
tive dose equivalent, committed effective dose equivalent and 
collective dose in units of Gy, Gy/a, Sv, Sv/a and person-Sv. 

ra d i olosical im~act: As used in the postclosure assessment, this term 
generally refers to the estimated annual dose and consequent 
health risks from exposure to radiation. 

rad lological: ' The probability that a serious health effect will be 
suffered by an individual of the critical group or by his or her 
descendents. The risk is to be calculated as the sum over all 
significant scenarios of the product of the probability that the 
scenario will occur, the annual dose that would be incurred by an 
individual in the critical group if the scenario were to occur, 
and the probability of a serious health effect per unit dose 
(specified as 0 . 0 2  per sievert in AECB Regulatory Document 
R-104). See also risk. 

radiolvsis: The chemical decomposition of molecules by the action of 
ionizing radiation. 

radionuclide: An unstable nuclide that undergoes radioactive decay. 

radionuclide flow: The mass of a radionuclide moving past some boundary; 
it is frequently calculated by integrating the radionuclide flux 
over the area of the boundary. In SYVAC3-CC3, for example, the 
atmospheric models use the area-integrated flux of airborne 
radionuclides to a portion of the earth's surface (soil, vegeta- 
tion, or water) as a result of deposition. The SI units of 



measurement flow is normally moles per second (mol/s); radio- 
nuclide flows are frequently given as becquerel per second 
( B q / s  1 - 

radionuclide misration: The movement of radioactive species through 
various media due to fluid flow and/or diffusion. 

random: Having no discernible pattern. 

random variable: A numerically valued function defined on a sample space 
Often random variables are defined on sample spaces associated 
with experiments in which the outcome of any one experiment is 
uncertain and is Lherefore said to depend on chance. 

recharse zone: An area or portion of the earth's surface where saturated 
groundwater flow is generally downward. 

reference container: The container evaluated in the postclosure assess- 
ment. It is an enclosed cylindrical vessel of titanium alloy 
which would hold 72 bundles of used nuclear fuel. Glass or 
ceramic beads would be compacted around the fuel bundles inside 
the container to support the container walls. See also packed 
particulate container. 

reference disposal svstem tor reference system\: The hypothetical disposal 
system that has been evaluated in the postclosure assessment. 
The reference system is a specific (but hypothetical) implementa- 
tion of the concept for disposal of Canada's nuclear fuel waste. 
It includes a number of assumptions that are needed to facilitate 
the postclosure assessment. For example, the geological and 
hydrological characteristics of the reference disposal system are 
taken from information available on the whiteshell Research Area, 
and the containers are assumed to be made of a titanium alloy. 

Models representing the reference system take into account all 
factors that were identified as important by scenario analysis. 

reference man: A model of a hypothetical 'averagef person for whom anato- 
mical and physiological characteristics and data are specified in 
the report of the ICRP Task Group on Reference man (ICRP Publica- 
tion No. 23 (1975) and IAEA Safety Guides, Safety Series No. 76). 
Its name notwithstanding, reference man includes both male and 
female characteristics relevant to calculation of radi.ologica1 
dose. The age of reference man is defined as 20 to 30  years. To 

permit the calculation of infant dose, the models and data for 
reference man were adapted for a one-year old (Johnson and 
Dunford, 1983). The model is used to estimate the radiation dose 
to the human body, whether from external or internal sources. 

release: In waste management, the discharge of contaminants to the near 
surface environment where their effect may be detrimental. 

response function: A Green's function, giving a mathematical solution to a 
differential equation with specified boundary conditions, wherc 
one of the boundary conditions is expressed as a Dirac delta 



function. It is used in SYVAC3-CC3 with the convolution method 
to find solutions for ordinary differential equations (which 
appear in compartment models used in the biosphere model) and for 
partial differential equations (which appear in mass transport 
equations in the vault and geosphere models). 

retardation: see retardation factor. 

retardation: Ratio of the speed of substances miqratinq in a fluid 
to the speed of the fluid itself; always less than or equal to 
unity. 

retention: In dose modeling, the process whereby radioactive material is 
deposited in the human body, or in some organ of interest, and 
some of the material remains at any given time after deposition. 
The retention fraction is the fractional amount of radioactive 

material incorporated into tissues and organs. 

risk: The term risk is commonly used in different ways and is under- 
stood in different ways by various segments of society. In 
technical terms, as used by AECL Research, risk is the probabi- 
lity that a serious health effect will be suffered by an indivi- 
dual. In the pOStClOSUre assessment, a measure of the expected 
harm that may result from the activities associated with nuclear 
fuel waste disposal. For radiological impacts, risk is defined 
by the AECB to be the "probability that a fatal cancer or serious 
genetic effect will occur to an individual or his or her descen- 
dants. Risk, when defined in this way, is the sum over all 
significant scenarios of the products of the probability of the 
scenario, the magnitude of the resultant dose and the probability 
of the serious health effect per unit dose". In mathematical 
terms : 

Kisk = Z pi X di x k 
where pi is the probability of occurrence of scenario i 

(dimensionless), 
di is the estimated dose per year in scenario i (Sv/a), 
and 
k is the risk factor, giving the probability of serious 
health effect per unit dose (probability of health 
effects/Sv). The AECB recommends a value of k equal to 2 
x serious health effects per sievert (AECB Regulatory 
Document R-104). 

The summation extends over all significant scenarios i ,  and the 
unit of risk is the probability of a serious health effect per 
year (l/a). 

risk: A quantified examination of the hazards associated with a 
practice wherein the possible events and their probabilities of 
occurrence are considered together with their potential conse- 
quences, the distribution of these consequences within the 
population(s) affected, their distribution over time, and the 
uncertainties of these estimates. 



risk factor: A quantity used to convert dose to risk. The AECB risk 
factor of 2 x serious health effects per sievert (AECB 
Regulatory Documcnt R-104) is used to quantify the risk that an 
individual will die from cancer or transmit a serious genetic 
effect to their offspring; the figure represents an average over 
age, sex and susceptibility. 

safetv assessment: Critical appraisal or evaluation in terms of one or 
more safety standards. In the CNFWMP, the system under 
consideration is the entire disposal system, and one 
acceptability criterion is a limit on radiological risk to 
individuals of the critical group. See also environmental and 
safety assessment and performance assessment. 

safetv criteria: Standards or criteria used to judge the acceptability of 
the protection afforded people and the environment. In the post- 
closure assessment, one safety criterion is a limit on radiologi- 
cal risk to an individual of the critical group. 

sample: In probabilistic analysis, the process of assigning a value to an 
input parameter; this process may occur one or more times. For 
example, SYVAC selects values of a parameter from its probability 
density function using a random number generator, to generate a 
set of randomly chosen values. "Sample" may also be used as a 
noun, where it describes a set of values for one or more para- 
meters selected from their probability distribution fl~~nctions 
(for input parameters) or calculated based on an underlying model 
(for dependent parameters). 

sampled Darameter: In SYVAC, a parameter whose value is selected from a 
probability density function. 

saturated: In hydrology, ruck ur  svil whose void spaces are fi:Lled with 
water. In chemistry, a solution in which no more of a material 
can be dissolved. 

SCEMR : Soil Chemical Exchange and Migration of radionuclides, an AECL - 
Research computer program that models the movement of nuclides in 
soils. It was used to develop the soil submodel in the BIOTRAC 
code. 

scenario: In the postclosure assessment, a set of factors (features, events 
and processes) that could affect the ability of the dlsposal 
facility to immobilize and isolate nuclear fuel waste. The SYVAC 
scenarios describe the expected behaviour of the disposal system 
and involve gro~lndwater-mediated processes. Alternative 
scenarios define less probable, but potentially significant 
situations. Other possible scenarios that might be defined 
include a worst case scenario, which is intended to represent the 
most severe situation conceivable on the basis of pessimistic 
assumptions. Agreement on what constitutes a credible and 
meaningful worst case may be difficult. 



scenario: In the postclosure assessment, a systematic and compre- 
hensive study to identify all sets of factors that must be 
considered in the assessment prucess. The two main functions 
are: 1. To identify and define all factors (features, events and 
processes) that could affect the performance of the disposal 
facility: and 2. To provide a systematic framework within which 
the importance of each factor may be evaluated. See also SYVAC 
scenarios. 

sector: A portion of the disposal vault, treated as a unit in the trans- 
port calculations, having different properties from other sectors 
of the vault. Each vault sector releases contaminants at one 
node in the transport network of the geosphere model. Each 
geosphere node acting as a source for the transport network 
receives contaminants from only one vault sector. 

seament: A portion of the transport network of the GEONET model with 
uniform chemical and physical properties. A segment is treated 
as a one-dimensional transport pathway between its inlet and 
outlet. The location of a segment is defined by the location of 
its inlet and outlet nodes. 

3 -analvsis; A quantitative examination of how the behaviour of a 
system varies with change, usually in the values of the governing 
parameters. Two common ways of varying input parameters are: 
1. deterministic sensitivity analysis in which the parameters are 
varied only slightly about reference values (usually the median 
in this document). The intent is to determine the partial deri- 
vative of some output variable with regard to a single parameter. 
2. probabilistic sensitivity analysis in which all parameters 
vary across their distributions or even change distributions. 
The goal of probabilistic sensitivity analysis is to determine 
the average impact of a parameter change in circumstances where 
other parameters are free to vary across their ranges also. See 
fractional factorial analysis. 

sievert (Svl: The SI unit of dose equivalent. 1 Sv = 1 Joule per 
kilogram. 

~imulation: 1. In general terms, mimicking some aspect of the behaviour of 
one system with a different system. With reference to SYVAC, 
representation of the performance of a waste disposal system by 
the solutions to a set of mathematical models. 2. A time history 
of the models in SYVAC describing a release of substances from a 
waste disposal system and the resulting radiological or toxicolo- 
gical consequences to humans and the biosphere. In SYVAC3-CC3, a 
simulation is a single execution of the vault, geosphere and 
biosphere models for some set of unique values of the input para- 
meters; this produces- a single estimate of the consequences. In 
a deterministic simulation, the input parameter values are fixed 
beforehand. In a probabilistic simulation, the input parameter 
values are randomly sampled from their probability density 
functions. 



simulation analysis: A general method for studying the behaviour of a real 
system or phenomena. It usually involves devising a mathematical 
model that represents the essential features of the system and 
solving the mathematical and logical relations of the model. The 
simulation can be either deterministic or probabilistic, depend- 
ing on the model selected. The SYVAC3-CC3 computer code uses the 
Monte Carlo analysis method for its probabilistic (stochastic) 
simulations. 

simulation cut-off time: In SYVAC3-CC3 calculations, the length of time, 
starting from closure of a disposal vault, for which release and 
transport of waste are simulated and consequences calculated. To 
satisfy Atomic Energy Control Board requirements, simulations 
using predictive mathematical models must be used for at least 
10 000 a following closure. 

SI unit: One of the standard quantities of measure (based on the metric 
system) in the international system (~yst&me Lnternational) of 
units for scientific measurements. 

somatic radiation effects: radiation-induced biological changes that would 
occur to the organism exposed, but would not be genetically 
propagated. 

sorption: A broad term referring to reactions taking place within pores or 
on the surfaces of a solid. For contaminants being transported 
in groundwater through geological media, sorption could greatly 
reduce the rate of contaminant transport relative to the rate of 
qroundwater transport. See also retardation and adsorption. 

sorption capacity: A measure of the ability of a medium to sorb or chemi- 
cally retain substances. 

speciation: The chemical form (or mixture of forms) of a substance 

specific activity: 1. The number of disintegrations per second per unit 
mass of a pure radionuclide. 2. The number of disintegrations 
per second of a radioisotope per unit mass of that element 
present in the material. 3. The number of disintegrations per 
second per unit mass or volume of any sample of radioactive 
material. 
Note: specific activity is commonly expressed in a wide variety 
ot units, and care must be exercised in detining units. 

specific discharue: The flux of fluid through a medium (m/s). It is 
equivalent to Darcy velocity. See also Darcy's law. 

standard deviation (usual svmbol: ay: The square root of the va.riance, a 
measure of the spread of a distribution around its mean. 

statfstic: An estimate or item of information about some distributed 
varfable obtained from a sample of its observed values. 



stochastic: Of a random or statistical nature. In mathematics, pertaining 
to random variables. 

stochastic event: A random occurrence that can be predicted only to the 
extent of the probability of its occurring when an observation is 
made. The term is applied to data on phenomena that take place 
over a span of time or space and whose behaviours appear to be 
intrinsically unpredictable. 

m: The mathematical representation of a part of a system. For 
example, several submodels, written in a computer language, may 
be used to construct a more complex computer model. 

switch: As used in the postclosure assessment, a parameter of the system 
model used to select one from a group of conditions or system 
features for a simulation. Each condition in the group has an 
assigned probability; taken together, these probabilities define 
the corresponding probability density function (PDF) of the 
switch. In randomly selcctcd simulations, a value of the switch 
parameter is sampled from its PDF which then selects the corres- 
ponding condition. 
In SYVAC3-CC3, for example, the qarden used by the critical group 
could consist of different types of soils. The options consi- 
dered are sand, loam, clay or organic soils, with probabilities 
of occurrence of, respectively, 0.57, 0.05, 0.24 and 0.14 (based 
on the areal extent ot each soil type on the Canadian Shield and 
current agricultural preferences). These probabilities are used 
to define a simple PDF for the "soil type" switch parameter. The 
FDF is a weightcd piccewisc uniform distribution with four dis- 
crete values 1, 2, 3 and 4. The weights assigned to these values 
are, 0.57, 0.05, 0.24 and 0.14 respectively, (that is, in 100 
simulations, a value of 1 would be chosen 57 times on average, 
etc.). In a randomly sampled simulation, if the sampled value 
for the soil type switch parameter is 1, then the soil type is 
assumed to be sand. 

svstems analvsis: An analytical procedure to determine how a set of inter- 
connected components or processes, whose individual characteris- 
tics arc known, will collectively behave in response to a given 
input or set of inputs. 

SYVAC: - Systems yariability Analysis Code, a family of computer programs 
written at AECL Research, Whiteshell Laboratories, to perform 
probabilistic calculations on the long-term performance of dis- 
posal systems. Several generations and versions of SYVAC have 
been produced to assess, for example, disposal of high-level 
waste in an underground vault or under seabed sediment, and low- 
level tailings from uranium mining and milling operations. Dif- 
ferent generations are substantially different from o n e  ano t -he r .  
Three generations of SYVAC now exist; they are referred to as 
SYVAC1, SYVAC2 and SYVAC3. Different versions of code are only 
slfghtly different from one another; each SYVAC generatfon has 
several versions. 



SYVAC3-CC3: =stems Yariability Analysis code, Generation 3, with models 
describing the Canadian Concept, Generation 2. This computer 
program belongs to the SYVAC family, and is the name given to the 
program that was used in the postclosure assessment of the refer- 
ence disposal system. It consists of the SYVAC3 executive code 
and the third generation of the vault, geusphe~e aud biosphere 
models. 

SYVAC scenarios: As used in the postclosure assessment, a comprehensive 
combination of factors (features, events and processes) that 
describe the behaviour of the disposal system over a time-scale 
of thousands of years. This combination of factors describes the 
most probable pathways for the release of contaminant:; from their 
engineered containment and their transport through the geosphere 
and biosphere. The SYVAC scenarios are represented by the 
SYYAC3-CC3 system 111ude1. A variety of switches were incorporated 
into the system model to represent different contaminant 
transport pathways. As a result, the SYVAC scenarios comprise 
several hundred djffer~nt exposure routes. The open-borehole and 
inadvertent human intrusion scenarios are considered as 
alternatives to the SYVAC scenarios, and are based on low- 
probability events. 

terrestrial animal transfer coefficient: The quantity of nuclide trans- 
ferred to the terrestrial food type milk (milk and dairy pro- 
ducts) , 111dnund1iar1 meats and poultry (poultry and eggs :I from feed 
or forage, drinking water, or soil under steady-state conditions 
or at time of slaughter. 

titanium (Ti): A malleable and ductile metallic element resembl-ing iron. 
The reference container studied in the postclosure assessment is 
fabricated from commercially pure titanium (ASTM Grade 2). 

tortuosity: Tortuosity is a measure of the effective increased pathlength 
for diffusion that results from the winding (or sinuous or tor- 
tuous) nature of the pore space in a porous medium. I:t has a 
variety of definitions in the literature but as used i.n the 
geosphere model in SYVAC3-CC3, we define it as the ratio of the 
effective distance that contaminant particles must tra.vel, along 
a sinuous path around the solid particles of the porouls medium, 
between two parallel planes to the shortest distance between 
those planes. Tortuosity is a dimensionless factor that, with 
this definition, always has a value greater than unity. In 
SYVAC3-CC3, tortuosity does not affect contaminant movement by 
flowing groundwater but it does affect contaminant movement by 
diffusion. 

transfer Darameter: In the BIOTRAC (or the biosphere model in SYVAC3-CC3), 
a constant used to calculate the amount of a substance moving 
from one biological compartment to another in the environment. 

transport: Mechanism of movement of substances. See migration. 

tritium: An isotope of the element hydrogen with two neutrons in its 
nucleus. 



uncertainty: The quality or state of being indefinite, indeterminate, 
doubtful, not clearly defined or not clearly known. For the 
disposal concept assessment, uncertainty may pertain to scena- 
rios, models, parameters and model predictions. Uncertainty can 
be accounted for through conservative assumptions and probabilis- 
tic assessment methodologies as in SYVAC. Uncertainty may 
include spatial and temporal variability. 

lancertutv analvsis: A quantitative evaluation of the possible 
variability and error in quantities involved in, or results 
obtained from, solving a problem. One approach to uncertainty 
analysis is known as probabilistic analysis. This involves 
defining the input data in probabilistic form and applying 
statistical techniques to the results. 

validation; The process by which one provides evidence or increased confi- 
dence that a model is adequate for the purpose for which it is 
used. It is commonly regarded as a procedure that involves 
comparison of the predictions of a model with observations of a 
real system. A conceptual model is considered to be validated 
when the comparison with measurements on a real system shows that 
it provides a sufficiently good representation of the actual 
processes occurring in the real system, in keeping with the 
intended use of the model. In the case of the postclosure 
assessment, the results from SYVAC3-CC3 apply to times up to 
l o 4  a and longer. This implies that validation cannot be 
achieved in full, because the operation of an actual disposal 
system cannot be observed over the time frame required to permit 
comparison with results from SYVAC3-CC3. There is also no direct 
analog known in nature that would permit a complete comparison 
with an actual disposal system. Nonetheless, different compo- 
nents of the model may be validated to some extent, through 
comparisons with experimental observations (generally covering 
short times spans) and with natural analogues (often covering 
long time spans). Compare with evaluation and verification. 

-: The quality or state of being not constant and subject to 
change, often in terms of space and time. For the disposal 
concept assessment, variability may pertain to aspects of physi- 
cal, chemical or biological processes, as reflected in model 
parameters and predictions. Variability can usually be measured 
and quantified statistically. In probabilistic assessment metho- 
dologies, such as SYVAC, variability is expressed together with 
uncertainty so that the two cannot easily be distinguished. 

variable: 1. In rnathcmatics, a symbol representing a quantity. 2. In 
SYVAC3-CC3, a quantity that may change with time in a given 
simulation. 

variance: The expectation of the square of the difference between the 
values of a distributed variable, X, and its mean, p .  For a 
continuous variable X with probability density function f(x), the 
variance is the integral of the function (x - p12  f (x) , evaluated 
over all possible values x of X. For a discrete variable wfth 



probability density function f(x), it is the sum of the function 
(xi - p)2 f (xi), evaluated over all possible values xi of X. 

variance, sam~le: A statistic applying to a sample of values of a 
variable. It is equal to the sum: P (xi - s12 / (n-l), where s 
is the sample mean of the set of n sampled values. For very 
large values of n, the sample variance will approach the true 
variance of the variable. 

vault model: A computer model describing processes in the vault such as 
corrosion of metallic disposal containers and the trarisport of 
contaminants through the buffer. In SYVAC3-CC3, the disposal 
system is modelled using a system model that contains models for 
the vault, geosphere and biosphere. These models simplify the 
development of mathematical models of complex and unrelated 
processes. 

verification: As used in the postclosure assessment, the process by which 
one provides evidence or increased confidence that a c!omputer 
code correctly executes the calculations it is asserted to 
perform. A verified computer code is one that has correctly 
translated a specified algorithm into computer code. Verifica- 
tion can be carried out, for example, by comparing the results of 
a computer code with results produced by other computer codes or 
by analytical solutions. Compare with validation and evaluation. 

viscositv: The property of a fluid whereby it tends to resist relative 
motion within itself. A highly viscous liquid drags in a 
molasses-like manner. Also known as internal friction. The SI 
unit of measurement of viscosity is newton-second per square 
metre (N' s/m2) . 

waste disposal svstem: The engineered systems (e.g., containers, buffer 
and backfilled tunnels and rooms, sealed shafts and boreholes) 
and natural surroundings (e.g., rock and rubble-filled fractures) 
and local surface biosphere involved in forestalling, retarding 
and minimizing the effects of any release of waste ~ub~stances 
from permanent isolation. 

waste exclusion distance: As used in the postclosure assessment of the 
reference disposal system, a region of rock that isolates the 
waste emplacement part of a vault room from fracture zone LD1. 
This region is achieved by modifying the location of the vault 
and by using shorter lengths for the vault rooms nearest LD1. 
The closest distance in a horizontal direction from LDI to any 
room is about 155 m; howevcr, thc closest distancc is only about 
50 m because the plane of the fracture zone is not vertical, but 
inclined at a shallow angle to the plane of the vault. In the 
reference disposal system, therefore, the waste exclusion 
distance is about 50 m. 

waste form: One of the forms of nuclear fuel waste: either used CANDU fuel 
or the solidified high-level waste from reprocessing. 



wasteimmobil ization: Conversfon of radioactive waste to a solid form that 
reduces the potential for migration or dispersion of radionu- 
clides by natural processes or accident during storage, transpor- 
tation and disposal. 

water table; In geology, the upper surface of a zune s d L u ~ d L e i l  w i t h  
groundwater; the surface of a body of unconfined groundwater at 
which the pressure is equal to that of the atmosphere. 

W y :  A tract of land located in the Whiteshell 
region of southeastern Manitoba, and near the Whiteshell Labora- 
tories of AECL Research. Much of the information used in the 
postclosure assessment derives from research studies at the WRA. 
In particular, the geosphere model is based on detailed hydro- 
geological studies of the WRA. 

WRA: See Whiteshell Research Area. 

Zircalov: A trade name for a family of alloys containing zirconium as the 
main constituent. Zircaloy is used to make the fuel cladding and 
structural components of reactor fuel bundles. 



A P P E N D I X  H 

L I S T  O F  ACRONYMS 



ADE 

AECB 

AECL 

ANSI 

B IOMOVS 

BIOTRAC 

CANDU 

C EC 

CNFWMP 

COG 

CSA 

DCF 

E ARP 

EIS 

EMR 

ERL 

GEONET 

GSC 

IAEA 

ICRP 

IEEE 

IFFA 

INTRACOIN 

MOT IF 

NAGRA 

NATO 

NE A 

Annual Dose Estimate 

Atomic Energy Control Board 

Atomic Energy of Canada Limited 

American National Standards Institute 

BIOsphere Model Validation Study 

BIOsphere TRansport And Consequence model 

CANoda Deuterium Uranium 

Commission of the European Communities 

Canadian Nuclear Fuel Waste Management Program 

CANDU Owners Group 

Canadian Standards Association 

Dose Conversion Factor 

Environmental Assessment and Review Process 

Environmental Impact Statement 

Energy Mines and Resources Canada 

Environmental Resources Limited 

GEOsphere NETwork model 

Geological Survey of Canada 

International Atomic Energy Agency 

International Commission on Radiological Protection 

Institute of Electrical and Electronic Engineers 

Iterated Fractional Factorial Analysis 

INTernational RAdionuclide transport Code INtercomparison study 

Model Of Transport In Fractured porous media 

NAtionale Genossenschaft fur die Lagerung Radioaktiver ~bfalle 
(Switzerland) 

North Atlantic Treaty Organization 

Nuclear Energy Agency (OECD) 



NCRP National Council on Radiation Protection (United States) 

NRCC National Research Council of Canada 

OECD Organisation for Economic Co-operation and Development 

OME Ontario Ministry of the Environment 

PAGIS Performance Assessment of Geological Isolation Systems 

PDF Probability Density Function 

PSAC Probabilistic Systems Assessment Code user group 

PSAG Probabilistic Systems Assessment Users Group 

Q A Quality Assurance 

SENES Senes Consultants Limited 

SKB Swedish Nuclear Fuel and Waste Management Company 

SKBF/KBS Swedish Nuclear Fuel Supply Company, Division KBS 

SYVAC3 Systems Variability Analysis Code - generation 3 

SYVAC3-CC3 Systems Variability Analysis Code, generation 3 with the 
Canadian Concept models, generation 3, for the disposal of 
Canada's nuclear fuel waste 

TAC Technical Advisory Committee to AECL on the Nuclear Fuel Waste 
Management Program 

UNSCEAR United Nations Scientific Committee on the Effects of Atomic 
Radiation 

URL Underground Research Laboratory 

US DOD United States Department of Defense 

UT AP Uranium Tailing Assessment Program 

WRA Whiteshell Research Area 

WL Whiteshell Laboratories 




